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Preface

This report of the Meteorology and Atmospheric Sciences Section (MASS) of the Russian National Geophysical Committee presents information on atmospheric research in 2015–2018 in Russia. It was prepared for the General Assembly of the International Union of Geodesy and Geophysics (IUGG) which includes the International Association of Meteorology and Atmospheric Sciences (IAMAS). This MASS report is based on reviews of 10 National Commissions:

1. Atmospheric Chemistry (Chairman I.K. Larin, Institute of Energy Problems and Chemical Physics of the Russian Academy of Sciences);
2. Atmospheric Electricity (Chairman V.N. Stasenko, State Research Center “Planeta”);
3. Atmospheric Radiation (Chairman Yu.M. Timofeyev, St. Petersburg State University);
4. Climate (Chairman I.I. Mokhov, A.M. Obukhov Institute of Atmospheric Physics of the Russian Academy of Sciences, Lomonosov Moscow State University);
5. Clouds and Precipitation (Chairman N.A. Bezrukova, Central Aerological Observatory);
6. Dynamic Meteorology (Chairman M.V. Kurgansky, A.M. Obukhov Institute of Atmospheric Physics of the Russian Academy of Sciences);
7. Middle Atmosphere (Chairman A.A. Krivolutsky, Central Aerological Observatory);
8. Ozone (Chairman N.F. Elansky, A.M. Obukhov Institute of Atmospheric Physics of the Russian Academy of Sciences);
9. Planetary Atmospheres (Chairman O.I. Korablov, Space Research Institute of the Russian Academy of Sciences);
10. Polar Meteorology (Chairman A.I. Danilov, Arctic and Antarctic Research Institute).

Previous MASS report was published in 2015∗.

Igor I. Mokhov
MASS Chairman

A brief overview of the work of Russian scientists in the field of atmospheric chemistry in 2015–2018 years, including work on the chemistry of the troposphere, the chemistry of the ozone layer and on the role of chemistry in climate change is presented. Review has been prepared in the Commission on atmospheric chemistry and global pollution meteorology and atmospheric sciences section of the national Geophysics Committee.

Note first of all that in 2016 the work “Russian research in atmospheric chemistry in 2011–2014” was presented [1].

Chemistry of the troposphere

One of the important areas of research in this area is the study of elementary chemical reactions of atmospheric values, data about which are then used in mathematical models of the atmosphere. In this connection, mention should be made of work [2], in which using the resonant fluorescence method for registering active chemical reagents in a flow reactor, the rate constants of a homogeneous reaction of chlorine atoms with CH₃Br in the temperature range 298–358 K were measured: \( k_{\text{Cl} + \text{CH}_3\text{Br}} = (1.3 \pm 0.1) \times 10^{-11} \exp \left(-976 \pm 91\right)/\text{RT} \) molecule\(^{-1}\text{cm}^3\text{s}^{-1}\). In another paper [3], the same method in the temperature range of 295–368 K measured the rate constant for the reaction of chlorine atoms with CHF₂Br: \( k_{\text{Cl} + \text{CHF}_2\text{Br}} = (4.23 \pm 0.13) \times 10^{-12} \exp \left(-15.56 \pm 1.58\right)/\text{RT} \) molecule\(^{-1}\text{cm}^3\text{s}^{-1}\) (\( R = 8.314472 \times 10^{-3} \text{kJ/mol K} \)). Along with the method of resonant fluorescence, the mass spectral technique is used to study chemical reactions. In [4], using this method, the rate constant for the reaction of dichloroacetic acid with atomic fluorine was first calculated. In [5], the kinetics of the reaction of atomic fluorine with pyridine and 2-fluoroethanol was studied using competing reactions using molecular-beam mass spectrometry. The rate constant for the reaction of pyridine with atomic fluorine was determined for the first time, which was \( k = (8.0 \pm 3.0) \times 10^{-10} \text{ cm}^3\text{molecules}^{-1}\text{s}^{-1} \). The main products of this reaction were established: pyridinyl and fluoropyridine. In this series it should be mentioned [6], in which the transformation of halogen-containing acids in the atmosphere was studied. A new method developed at the Institute of Chemical Physics RAN for analyzing these compounds revealed a detailed mechanism for the participation of these acids in the formation and growth of aero-
sols, and, in particular, to calculate the lifetime of difluoroacetic acid for different conditions. In this series, one can also mention the work [7], in which, on the basis of laboratory experiments, a qualitative scheme of chemical processes was proposed, describing the formation of gas and aerosol products of furfural photolysis. In addition to laboratory measurements, chemical reactions are also studied by calculation. Thus, in [8], using the quantum-mechanical calculations, the reaction of dicarbon in the $C_2(X^1\Sigma^+_G)$ state with the nitrogen molecule in the gas phase was studied with different orientations of reacting molecules in the collision complex: linear, perpendicular, and parallel. The latter is of the greatest interest, since in this case a system with a threshold energy of 37.2 kcal/mol passes through a state that turns into a highly vibrationally-excited cyan. The latter, in times of the order of $10^{-13}–10^{-14}$ s, splits into two radicals CN.

A significant place among the works on the study of the troposphere is occupied by work related to the modeling of tropospheric processes. Thus, in [9], the results of building statistical models of time series of atmospheric impurities (suspended particles less than 10 microns (PM$_{10}$), CO and NO$_2$) for a network of automated stations for monitoring air pollution in the Moscow metropolis are presented. Another paper [10] presents the results of modeling the transfer of $^{85}$Kr in the atmosphere under the conditions of the ACURATE experiment using three transport models – FLEXPART, HYSPLIT, and models from the Nostradamus code. It was shown that using all three Lagrangian models, it is possible to qualitatively describe the $^{85}$Kr concentration fields in the ACURATE experiment. In [11], comparisons of model forecasts by chemical transport models CHIMERE and COSMO-RU7-ART for surface air pollution with measurement data in Moscow in 2015 are presented. It is shown that the models, as a rule, somewhat underestimate the values of field data. Let us also name [12], in which the results of numerical simulations were compared using the WRF-CHEM model and aircraft sensing data. Important information about the chemical processes occurring in polluted urban air can be obtained from data on the chemical composition and acidity of urban precipitation. Such data (along with other atmospheric characteristics) are presented in the works of employees of the Meteorological Observatory of the Geographical Faculty of Moscow State University, presented in the monograph [13]. We also note the work [14], in which the analysis of precipitation in Moscow is carried out using isotopes. A significant number of works in the field of tropospheric chemistry was devoted to the monitoring of pollutants, including forest fire products, aerosols, as well as small components of the troposphere, such as ozone, carbon monoxide and dioxide, nitrogen dioxide, etc. [15–46]. As a “novelty” in the theory, we point out the work [47] whose authors attempted to establish a relationship between snow cover and ground-level ozone, although there are no any physical reasons for this connection.
Heterophase processes

Heterophase processes are of great importance for the understanding of ozonospheric chemistry. Recall that these processes have played a decisive role in the depletion of the ozone layer at the end of the 20th century and in the formation of the Antarctic and Arctic ozone holes. In recent years, new important results have been obtained in this area. Thus, in [48], a new mathematical model of the global transport of multicomponent gas impurities and aerosols and the formation of polar stratospheric clouds (PSO) in both hemispheres under conditions of the local polar winter are described. On the surface and in the volume of PSO particles, heterogeneous chemical reactions occur that affect the gas composition of the atmosphere, in particular, the content of chlorine and nitrogen-containing compounds involved in the destruction of ozone. In the work [49], two groups of aerosol particles were found in the surface air: “carbonate”, including alkali carbonates (Na⁺, K⁺) and alkaline-earth (Mg²⁺, Ca²⁺) metals, and “ammonium”, including mainly ammonium ions (NH₄⁺) and anions of free atmospheric acids (HNO₃, H₂SO₄). The results obtained here show that the nature of the distribution of these anions among the groups of particles is sensitive to variations in relative air humidity (RH). According to these data, the formation channel in carbonate particles of sulphate anions, resulting from direct oxidation of sulfur dioxide captured from air, is reported. In [50], the reasons for the appearance of large concentrations of bicarbonates in Moscow precipitations, substantially exceeding the equilibrium level, are considered. In [51], the products of the monomolecular decomposition of the surface complex formed upon the capture of NO₂ by a coating of methane soot were studied. NO and HONO are registered as gas-phase capture products. At the same time, the NO product quantitatively corresponds to half of the spent NO₂ reagent. [52] investigated the capture of N₂O₅ on a carbon black coating at T = 255 and 298 K using a thermostated flow reactor with a movable insert and carbon black deposited on it, as well as a mass spectrometer with ionization by low-voltage electrons.

In [53], using the mathematical model of global transport of multicomponent gas impurities and aerosols, which was previously constructed by the authors, the concentrations in the atmosphere of sulfate aerosols and particles of polar stratospheric clouds in both hemispheres in winter were calculated. It was found that the key factor determining the type of aerosol particles forming in the atmosphere is the temperature distribution. [54] considered a wide range of issues related to nucleation, as well as with the processes of growth and dissociation of gas hydrates. Along with the mathematical models used to describe these processes, the results of their experimental studies are discussed. Separate
sections are devoted to the effect of self-preservation of gas hydrates, the manifestation in water hydration of the memory effect of water, the development of catalysts for the process of hydrate formation and the investigation of the effect of substances dissolved in the aqueous phase on it.

In [55], the data of field and laboratory observations of aerosol particles in the lower stratosphere were considered. The microphysics of their formation, the mechanisms of heterogeneous chemical reactions involving reservoir gases (HCl, ClONO₂, etc.), as well as their kinetic characteristics, are discussed. The work [56] considers the process of ice nucleation in the atmosphere, which occurs as a result of heterogeneous condensation of water vapor in the inhomogeneities of the surface of aerosol particles and subsequent heterogeneous crystallization of supercooled water clusters. It was established that the size, structure and composition of aerosol particles determine the thermal mode of crystallization. The work [57] deals with problems related to the assessment of the effect of sulfate aerosols on the formation of clouds over the sea in the middle troposphere, as well as the participation of these particles in the formation of polar stratospheric clouds in the lower stratosphere. It is shown that, without taking into account the effect of sulfate aerosols, the formation of clouds over the sea in the middle and upper troposphere is difficult. The results of numerical calculations of the distribution in the lower stratosphere of the concentrations of gaseous nitric and sulfuric acids, as well as the mass concentrations of these components in the particles of polar stratospheric clouds are given.

In [58], a description is given of the algorithm and the results of calculations of the dynamics of the destruction of stratospheric ozone in middle latitudes, taking into account the mechanism of halogen activation and particles of the Young layer. The contribution of heterophase reactions to the depletion of the ozone layer has been estimated and the need to take them into account when developing forecasts for ozone layer recovery in the 21st century has been substantiated. In [59], two types of polar stratospheric clouds (PSO) are considered: type Ia – formation of nitric acid trihydrate particles (NAT), and type Ib – formation of particles of a supercooled three-component H₂SO₄ / HNO₃ / H₂O solution in particles STS (supercooled ternary solutions). To model them, new equations have been proposed that describe the variability of components in the gas and condensed phases with regard to their thermodynamic properties. The formation of PSOs is considered together with the formation of sulfate aerosols in the upper troposphere and lower stratosphere, taking into account the chemical and kinetic transformation processes (photochemistry, nucleation, condensation / evaporation and coagulation). The formation of aerosol particles from supersaturated vapor was considered in [60] under the assumption that stable nuclei of a new phase contain two (dimers) or three (trimers) condensing vapor molecules.
In [61], a semiempirical method was developed for analyzing the mechanism of heterogeneous reactions, based on the Langmuir-Hinshelwood kinetic model, modified by the approximation of a two-exponential first-order decomposition. The method turned out to be very useful in describing the kinetics of photocatalytic oxidation in air on TiO$_2$ particles of a wide range of substances: ketones, organophosphorus compounds, alkyl sulfides, chlorinated hydrocarbons. The “aging” of the smoke aerosol during long-range transport, due in part to heterophase processes, is also considered in [62]. In [63], by numerical simulation, it was shown that the intensity of secondary organic aerosol formation (SOA) in smoke plumes from plant and peat fires under actual conditions can significantly depend on the size of the aerosol optical thickness, which determines the rate of photodissociation and the concentration of hydroxyl, on which in turn, the rate of generation of SOA as a result of the oxidation of semi-volatile organic compounds depends.

The chemistry of the ozone layer

In this area in 2015–2018 a number of new results were obtained, both in the field of the theory of ozone layer and in the field of observations of its evolution, connected with the restoration of the total ozone content after its decrease at the end of the last century under the influence of anthropogenic factors. In the field of theory, we note the monograph [64], which examined in detail the ozonosphere mechanisms and processes, including the catalytic cycles of depletion of the stratospheric ozone, the formation of Antarctic and Arctic ozone holes, the effects of galactic cosmic rays on ozone and action of other natural and anthropogenic factors. In [65], the temporal boundaries of the ozone layer restoration in the latitudinal zones 0–85°, 0–30°, 30–60°, and 60–85° of the Northern Hemisphere in the XXI century were calculated. The calculations were performed using the interactive chemical-dynamically-radiative two-dimensional model of the middle atmosphere Socrates (altitude range of 0–120 km). For the initial data, the forecast scenarios of the IPCC (Intergovernmental Committee on Climate Change) greenhouse gas concentrations RCP 4.5 and RCP 6.0 were used for the calculations. It has been shown, in particular, that after recovery, the ozone layer will continue to grow and by the end of the 21st century will reach a stationary level that exceeds the “unperturbed” pre-freon level, which is no less an environmental threat than the depletion of the ozone layer at the end of the 20th century. The chemical composition of the middle atmosphere, including the troposphere, stratosphere, and mesosphere, and its change under the influence of mainly anthropogenic factors in the 21st century were considered in [66]. The main processes of the ozonosphere, including the processes of halogen activation, were examined in [67].
In [68], modern versions of the theory of chain processes of ozone layer destruction, including the author’s version, are considered (for more details, see [61]). The contribution of O$_x$, HO$_x$, NO$_x$, ClO$_x$ and BrO$_x$ cycles to ozone depletion at the end of the 21st century at a latitude of 50 °N is calculated in [69] using the previously proposed algorithm for calculating the limiting stages of chain prolongation in ozonespheric cycles of stratospheric ozone depletion in different seasons of the year. A correct estimate of the atmospheric lifetime of odd oxygen was made for the first time in [70], taking into account its depletion in known catalytic cycles. It is shown that when the lifetime of odd oxygen becomes comparable or longer than the time of turbulent transport in height, it should be replaced with a combined lifetime that takes into account the effect of both photochemical and dynamic factors. In [71], the unsolved problems of middle atmosphere chemistry are considered, which include issues related to the atmospheric lifetime of the odd oxygen family Ox and its components, issues related to the lifetime components of the O$_x$, HO$_x$, NO$_x$, ClO$_x$ and BrO$_x$ families, with the calculation of the destruction rate of the odd oxygen in the catalytic cycles of O$_x$, HO$_x$, NO$_x$, ClO$_x$ and BrO$_x$ and the chain length of these cycles.

In connection with the gradual weakening of the effect on the ozone layer of anthropogenic factors, natural factors are beginning to attract increasing attention. Thus, in [72], the effect of planetary waves on the stability of the circumpolar vortex, the temperature of the polar stratosphere, and the content of ozone and other gases was modeled using the global climate model of the lower and middle atmosphere. The results of the numerical photochemical modeling of the impact of the most powerful proton flares of the Sun on the ozone layer of the polar regions of the Earth in the 23rd activity cycle are presented in [73]. The seasonal dependence of the ozone response to solar proton events was detected, and also the effect of long-term effects was obtained for the first time, the duration of which was about a year. In [74], the laws of sudden stratospheric warming (SSW) and their effect on the content of NO$_2$ and O$_3$ are considered. It is shown that SSW can lead to significant anomalies of the total content of NO$_2$, ozone, and the stratospheric temperature, and the sign of the anomalies may vary depending on the position of the observation point relative to the stratospheric vortex. Additional details regarding the NO$_2$ and O$_3$ anomalies associated with sudden stratospheric warmings in 2010 and 2011 are reported in [75, 76]. The effect of precipitating energetic particles on the ozone layer and climate is considered in [77]. It is shown that energetic electrons have the main influence on the long-term variability of the ozone layer. In a similar way, the increase in the atmospheric NO$_2$ content after the solar proton event in October 2003 is described in [78].
In [79], topical problems of studying ultraviolet radiation and the ozone layer are considered. It was shown, in particular, that the anomaly of the ozone layer in the Arctic, record for all the years of observation, in the spring of 2011, when elevated levels of ultraviolet radiation were noted even in Moscow, confirmed the need for further research in this area. The effect of solar activity on the ozone layer was studied in [80]. The results of model calculations showed that, in addition to increasing the spectral flux in the absorption bands of molecular oxygen, leading to an increase in the ozone content, changes in the flux at long wavelengths are also significant for the composition and temperature of the atmosphere.

Of great interest are works in which the direct effect of dynamic factors on the ozone layer is demonstrated. Such works include publication [81], which demonstrates the formation of an ozone mini-hole as a result of the prolonged blocking action of the anticyclone over the European territory of Russia in the summer of 2010. The analogous paper [82] analyzed the anomalies of ozone, water vapor and temperature associated with the relatively short spring event of atmospheric blocking and the anomalously long summer block over European Russia in 2010. The connection of water vapor and ozone in the atmosphere over the European part of Russia with the North Atlantic Oscillation in the summer of 2010 is discussed in [83]. In [84], the effect of the quasi-two-year cyclicity of the equatorial stratospheric wind on the total NO$_2$, ozone, and stratospheric temperature is considered.

Long-term observations of atmospheric components are also of considerable interest. In this connection, let us point out the work [85], in which the data of observations of the total NO$_2$ content conducted since 1990 are reported, and these data are obtained from measurements of the vertical NO$_2$ profile, which is not measured anywhere else in the world. In conclusion, a review of the work on the influence of natural factors on the ozonosphere is given in [86], which describes the CHARM (CHechemical Atmospheric Research Model) global numerical model and gives the results of three-dimensional numerical modeling of the ozone distribution and other small gas components of the Earth’s atmosphere in the 0–90 km and their changes under the action of UV radiation from the Sun, as well as due to the destruction of ozone in the polar regions by high-energy particles of cosmic origin. The last work in this series is the work [87] on the stratosphere-troposphere exchange, which can also be attributed to natural factors. As for anthropogenic factors, then, as reported in [88], the increase in the content of hydrogen chloride (derived from anthropogenic chlorofluorocarbons) is currently stopping.
Chemical aspects of climate change

Work in this area was related to climate theory, climate change prediction, greenhouse gas monitoring and related issues. One of the important questions of climate theory is the question of the reasons for its change. Paper [89] discusses the delay in changes in the CO₂ content from changes in the surface temperature observed in the Pleistocene, which is considered to be an argument against the anthropogenic causes of modern global warming. In [89] it is shown that changes in the CO₂ content can both be late or outpace the temperature changes, which is determined by the type of external influence on the system, and that these advances do not contradict the conclusion that the anthropogenic factor plays a key role in modern climate change. In [90], a slightly different point of view is expressed, according to which temperature changes from the early 1970s to the mid-1990s and the pause in warming that replaced it are almost entirely due to variations in large-scale circulation described by the North Atlantic, Pacific-North American and Scandinavian fluctuations. Another point of view, about the possible influence on the climate of past solar activity, is expressed in [91] (the conclusion was made on the change in the width of the annual growth of fossil rings of fossilized trees). This idea develops in [92] (for the last 2000 years) and [93] (for the XXth century). In [94], the authors compared the variations in the concentration of carbon dioxide in the atmosphere and the average global surface air temperature over the past 50 years. It turned out that at the inter-annual scale variations of CO₂, lagged behind the corresponding temperature variations, however, CO₂ was the leader in the 1980–1990s, which the authors considered to be a sign that at that time man influenced the climate. In fact, no any conclusions can be drawn from such analysis, bearing in mind that the relaxation time of the climate system is many hundreds of years.

In [95], the variability of zonal trends in near-surface temperature for the period 1979–2012 is analyzed using ensemble calculations with the atmospheric general circulation (MOCA) model with identical prescribed conditions at the lower boundary of the atmosphere and different initial conditions. In [96], results are presented that characterize the ability of modern global and regional climate models not only to assess the risk of general trends of changes, but also to predict qualitatively new regional effects. [97] analyzes the capabilities of an ensemble of modern global climate models when reproducing the observed evolution of surface temperature on land in the Arctic, including the spatial correspondence of model calculations and observational data. In [98], changes in the temperature of the Earth's surface in 1850–2014 are analyzed using seven historical calculations performed with the INM-CM5 climate model. The global warming slowdown in 2000–2014 can be reproduced due to a more accurate
setting of the solar constant change scenario in the CMIP6 protocols. The most probable endogenous (internal) and exogenous (external) factors that can cause changes in the Earth’s climate with periods ranging from a few to hundreds of thousands of years are considered in [99].

In [100], the results of using a nonparametric regression analysis method (quantile regression) to estimate changes in surface air temperature in different climatically quasi-homogeneous regions of Russia based on the daily resolution of 517 meteorological stations are given. In [101], on the basis of paleoclimatic data, projections of natural trends of global mean annual temperature and precipitation up to 3000 were developed. In [102], five paleoclimatic reconstructions for the extratropical zone of the Northern Hemisphere were decomposed into quasi-periodic components by spectral analysis. Based on the identified quasi-periodicities, a climatic forecast for the extratropical zone of the Northern Hemisphere has been constructed, showing that the warm climate currently observed will generally remain for 500 years, but in the XXII century, will begin to acquire a pronounced tendency to a gradual cooling.

In [103] using a single-layer atmospheric radiation model using data from the SRB archive (Surface Radiation Budget) for 1984–2007 an estimate was obtained of the change in the temperature distribution of the earth's surface with a general increase in the atmospheric albedo by 1%: on average over the globe, the surface temperature decreases by 1°C. The spectra of the outgoing thermal IR radiation measured by the SI-1 Fourier spectrometer in 1977 and 1979 were compared in [104], from the satellites Meteor-28 and -29, with the data of calculations on the basis of the modern radiation code LBLRTM and data of the radio sounding of the atmosphere. In the majority of cases, the average differences between measurements and calculations do not exceed 2 mW / (m²×sr×cm⁻¹) in the spectral region 660–1600 cm⁻¹. In [105], a new version of the FIRE-ARMS software was described, supplemented by the vector VLIDORT radiation transfer model, which allows simulating the thermal radiation of the Earth leaving the space and the solar radiation reflected from the surface in the near-IR range taking into account multiple light scattering.

Progress estimates of climate change in Russian regions are considered in [106]. The problem is solved by conducting mass (50 members) ensemble calculations using the high-resolution (25 km horizontally) climate model systems developed at the Voeikov Main Geophysical Observatory. [107] considered possible approaches to overcoming the climate crisis – a rapid decrease in anthropogenic CO₂ emissions, the removal of an excess amount of CO₂ from the atmosphere and a targeted change in the balance of incoming solar radiation. It is concluded that since the middle of the XXI century, humanity will be forced
to use all three approaches to prevent the dangerous excess of the average global temperature. In [108] it is argued that with the help of modern climate models it is impossible to develop scenarios of climate change for the next decades. A scenario based on real features of global temperature variations is proposed, according to which in the coming decades not only the temperature stabilization that has been going on for 15 years, but also some cooling can be possible. [109] addresses the issue of the effects of emissions from Russian civil aviation in 2000–2012. on the climate. It is shown that the effect is insignificant. [110] discusses the impact of volcanic activity on the temperature of the surface air layer. It is shown that volcanic eruptions can lead to a global decrease in surface air temperature by 0.5–20°C per year, following the eruption, which can result in a long cooling. [111] discusses regional aspects of climate modeling and its changes, and [112] discusses anomalies and trends in current climate change.

Considerable attention has been paid in recent years to monitoring greenhouse gases and aerosols as well as to the study of gas hydrates and their properties. These data are presented in [113–129]. We conclude this review with the work [130], which quantifies the contribution of the radiative forcing of greenhouse gases and the Atlantic multi-ten-year oscillation to the trends of global near-surface temperature and near-surface temperature in different latitudinal zones.
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Introduction

This work presents a review of Russian studies in the field of atmospheric electricity in 2015–2018. has been and remains one of the fundamental problems of atmospheric physics that has been drawing attention for many years. In recent years, many areas of good weather electricity physics, the processes of clouds electrization and the formation of their electrical structure, the study of the relationship of thunderstorm activity with other dangerous weather phenomena continue to develop. Experimental studies of atmospheric electricity, conducted in scientific centers of Russia, make a significant contribution to the improvement of theoretical and numerical models of various electrical processes in the atmosphere, as well as models of the global electrical circuit. New data were obtained in the field of lightning physics, including new results on the structure of leader and streamer discharges. Much attention is paid to the study of high-energy processes, such as X-ray and gamma outbreaks during thunderstorms. Research continues on lightning activity from space using microsatellites designed for this purpose. Of particular note is the great attention paid to the laboratory study of atmospheric discharges of various types. In more detail the main results in each of the areas are given in the relevant sections of this article.

Fair weather electricity

In recent years, the active study of good weather electricity has continued in Russia. There is a heightened interest in the processes occurring in the convective atmospheric boundary layer need for fundamental research of the formation of clouds and electrical effects associated with industrial and natural aerosols.

Long-term observations of the atmospheric electric field reveal the main features of daily and seasonal variations [1], study the effect of convection on electrical conductivity in the surface layer [2], estimate the effect of aerosol and radioactive pollution of the atmosphere [3], experimentally investigate the variability of vertical atmospheric electric currents in the surface layer [4].
Atmospheric Electricity

According to the results of the analysis of long-term observations of the atmospheric electric field in Yakutsk, it has been established that the diurnal variation has two maxima in the spring, summer and autumn months, while in the winter months the diurnal variation has one maximum and one minimum. The seasonal variation of the average monthly field strength values has maximums in the spring and autumn months and minimums that occur in the summer and winter months. In the variations of the average monthly values of the electric field strength over a five-year period, there is a tendency to reduce the amplitude of seasonal variations in the field strength and the total values of the field strength [1].

Based on the monitoring data of the electrical quantities of the surface layer of the atmosphere, conducted in Tomsk in 2006–2017, their slow variations related to the passage of cumulonimbus clouds and associated atmospheric phenomena in warm and cold periods of the year were investigated. A statistical analysis of slow variations in the electric field potential gradient was performed. It is shown that the distribution of the total duration of slow variations in the potential gradient is described by a power distribution [5].

In [6], using the results of field observations, regularities were found in the daily dynamics of the scaling and energy characteristics of the aeroelectric field in various states of the surface atmosphere. It is shown that short-period aeroelectric pulsations in the frequency range $\Delta f = 0.001–1$ Hz have the property of self-similarity and the fractal dimension $D = 1.1–1.8$. Plots with intermittency were found at time intervals characterized by a change in the stratification of the atmospheric boundary layer. It is shown that the intermittency of the aeroelectric field is characterized by multifractality with a spectral width that is significantly different from zero, the non-Gaussianity of the field increment distribution, a change in spectral density indices from -2.3 to -4 for $\Delta f = 0.01–1$ Hz. In [6], using the results of field observations, regularities were found in the daily dynamics of the scaling and energy characteristics of the aeroelectric field in various states of the surface atmosphere. It is shown that short-period aeroelectric pulsations in the frequency range $\Delta f = 0.001–1$ Hz have the property of self-similarity and the fractal dimension $D = 1.1–1.8$. Plots with intermittency were found at time intervals characterized by a change in the stratification of the atmospheric boundary layer. It is shown that the intermittency of the aeroelectric field is characterized by multifractality with a spectral width that is significantly different from zero, the non-Gaussianity of the field increment distribution, a change in spectral density indices from -2.3 to -4 for $\Delta f = 0.01–1$ Hz.

Studies of the effect of solar activity on the variations of the electric field in the surface layer of the atmosphere have been carried out. Based on atmospheric-electrical observations in the high-altitude conditions of the Elbrus region, the
Forbush effect manifests itself in variations of the electric field. The relationship of the electric field with solar and geomagnetic activity was studied [7]. Much attention is paid to the development of theoretical and numerical models for the formation of the structure of the electrode layer in the surface atmosphere, in particular, the effects of aerosols and convection on the conductivity of the surface layer. In [8], on the basis of the analysis of the results of field observations and numerical modeling, it was established that the development of convection in the atmospheric boundary layer leads to a decrease in electrical conductivity near the surface of the earth. It is shown that the enhancement of turbulence generation associated with convection, accompanied by an increase in turbulent kinetic energy and dispersion of vertical velocity fluctuations, contributes to more intensive vertical mixing of radon and radioactive daughter products. The variability of the electrical conductivity and the strength of the aeroelectric field, determined by radon emission, air ionization, charge separation on electrical conductivity inhomogeneities, turbulent transport of radioactive elements and bulk electric charges, were estimated [2].

In [9–11], the electrodynamic model of a horizontally uniform aerosol-free surface layer was considered, consisting of balance equations for positive and negative light aero ions and the Poisson equation. Analytical expressions were obtained for stationary distributions of concentrations of air ions, electric field and electric charge density in the approximations of the classical and turbulent electrode effect [9]. It has been established that the height of the classical electrode layer in an atmosphere free of an aerosol is about 10 m, and its structure is mainly determined by the electric field. When the electric field is amplified, the height of the electrode layer and, consequently, the scale of distribution of electrical quantities increase. During the transition to the turbulent regime in the surface atmosphere, the height of the electrode layer increases and reaches several tens of meters [10]. The height of the turbulent electrode layer is determined by both the electric field and the degree of turbulent mixing. Amplification of the external electric field weakens the effects of turbulence. The distributions of the electrical characteristics of the surface layer are obtained depending on the concentrations of aerosol particles in the atmosphere and the degree of turbulent mixing [11].

**Global electric circuit**

The idea of the global electric circuit (GEC) plays a fundamental role in the studies of atmospheric electricity since it combines all electrical processes occurring in the atmosphere within a single concept. In recent years, the interest in studying the GEC has been gradually increasing.
A great attention is presently given to the numerical modeling of the GEC. Usually the input of GEC models consists of the distributions of the conductivity and source current density (representing charge separation inside thunderstorms and electrified shower clouds), hence the parameterization of these quantities is the most important part of every GEC model. In [12] a new parameterization of conductivity at different stages of the solar cycle has been suggested and used to estimate the variation of GEC parameters due to large-scale conductivity changes associated with solar activity. The problem of parameterizing source current corresponding to electrified clouds of different types has been considered in [13], while in [14] an attempt has been made to introduce additional source currents of a seismigenic nature. The problem of agreement of theoretical predictions of GEC parameters with observations has been discussed in [15].

Much more general problems regarding the equations of the GEC, involving ionospheric generators and anisotropic conductivity, have been analyzed from a mathematical perspective in [16]. The authors have shown that both quasi-stationary and steady-state problems describing the GEC with various boundary conditions are well-posed and convenient for implementation in numerical models. Further analysis of different boundary conditions at the upper atmospheric boundary has been carried out in [17], along with the estimates of perturbations generated by a thunderstorm at its magnetic-conjugate point. In [18] the implementation of voltage-source thunderstorms in numerical GEC models has been considered, which is particularly important for the problem of theoretical explanation of GEC variation on the scale of 11-year solar cycles [12]. The role of the Earth’s orography in GEC analysis has been discussed in [19].

Another important direction of research is the interaction of the GEC with ionospheric and lithospheric processes. The penetration of non-stationary ionospheric electric fields to the lower atmosphere has been analysed in [20]. The related problem of modelling the electric field penetration from ground to the ionosphere has been considered in [21, 22]. The electric fields at ionospheric heights produced by thunderstorm generators have been estimated in [23]. The problem of lithosphere–ionosphere coupling, especially in the context of earthquakes, has been analyzed and discussed in [24, 25].

**Electric processes in clouds**

Description, modeling and observations of the electric processes in clouds are an important component of the atmospheric electricity research. The study of the electric processes in clouds covers a wide range of tasks, including theoretical and experimental study of the development and evolution of convective
systems, modeling and forecasting of the thunderstorms development, searching for correlations between the observed meteorological data and the registered lightning activity.

The forecast of thunderstorm events using numerical mesoscale models is one of the most important practical applications for modeling of the electric processes in clouds. The paper [26] presents statistical estimates of 26 indexes of atmospheric instability, widely used in world practice for forecasting of thunderstorm activity. A new index taking into account the vertical component of wind speed is also proposed for thunderstorm forecast. The modern methods for thunderstorms forecasting using numerical models are also discussed in [27]. The performed analysis of the possibility of using the LPI for prediction of the lightning flashes occurrence has shown a number of drawbacks that leads to decrease of the accuracy of the forecast based on the use of indirect indexes. Thus, a new algorithm for prediction of the lightning activity based on direct electric field calculation was proposed. The characteristic values of electrical parameters obtained using the developed parametrization showed a good correlation with the data of field measurements of the electric field and potentials in thunderclouds. The paper [28] presents the results of a study of a powerful thunderstorm on June 1–2, 2015 in the Nizhny Novgorod region using a WRF numerical model and the developed in [Дементьева С.О., Ильин Н.В., Мареев Е.А., Расчет электрического поля и индекса молниевой активности в моделях прогноза погоды, Известия Российской академии наук. Физика атмосферы и океана. 2015. Т. 51. № 2. С. 210] parameterization of the electric processes. A good agreement between the results of the simulation of radar reflectivity and meteorological radar data and the correspondence of the calculated electric parameters to the data of the electric field registration are shown. A model of the cumulonimbus electrification using the prediction results of the numerical mesoscale model WRF-ARW as input data is presented in [29]. Prediction of the electric field parameters in the atmosphere with the use of this model and comparison of the prediction results with the observed thunderstorms were carried out. Also a study of the effects of thunderstorms in the Black Sea basin on the chemical composition of the atmosphere was made in [30]. It was shown that temperature field changes associated with thunderstorm activity are higher in the continental part of the region than above the water surface.

Conducting the joint studies on the formation and electrification of thunderclouds by means of field observations and numerical simulation is also an important task. The paper [31] is devoted to the joint analysis of the instrumental observations of the lightning detection system LS8000, meteorological radars, electric field sensors and the results of numerical modeling of the electric parameters of powerful convective clouds with the use of the three-dimensional
model developed in the High-Mountain Geophysical Institute, which revealed the distinguishing features of the influence of electric processes on the formation of microstructural characteristics of convective clouds and precipitation. An analysis of simultaneous radiolocation, radiometric (using the SEVIRI radiometer installed on the Meteosat satellite) and radio direction finding measurements was performed to identify the relationship of the electric discharges characteristics with the parameters of cumulonimbus clouds during its development in the North Caucasus [32]. A correlation between the scale of the heterogeneity of the radiation temperature field of the cloud and the electric discharges frequency, as well as an increase of the electric discharges frequency with increasing precipitation intensity, reaching the maximum value at precipitation intensity of about 70 mm/h, were revealed.

The analysis of observations data of the development of a powerful thunderstorm with hail performed with the use of the radar MRL-5 and the lightning detection system LS8000 showed the presence of a link between the total lightning current in the LF range and the lightning frequency in the LF and VHF ranges [33]. According to the measurement data, the total charge transferred by negative discharges from the cloud to the ground was 387 C, the average charge value per one lightning is 0.44 C. To investigate a powerful thunderstorm over Pyatigorsk on May 29, 2012, accompanied by strong hail, a three-dimensional non-stationary model of a convective cloud was used [34]. The obtained values of cloud characteristics allowed us to analyze the evolution of the precipitation field and charge structure during cloud development. The experimental and theoretical study of the electrification processes in intense flows of dust, sand or snow, including effects associated with turbulent mixing of particles, are of particular interest among studies of atmospheric electric processes. For carrying out experimental measurements of fluctuations of electric current of saltation, concentration of salting sand particles, and turbulent pulsations of wind speed, an instrumental complex, which made it possible to perform simultaneous measurements of these parameters in a deserted area in Kalmykia, was created [35]. These measurements made it possible to obtain the distribution of the specific charge of salting sand particles for the first time. The average value of the specific charge was 48.5 μC/kg and varied from 10 to 150 μC/kg. The laws of transformation of statistical characteristics of variations of such parameters as wind speed, sand concentration, density of the electric current of saltation, caused by non-linear processes in wind-sand flow were also established. The high-speed video recording of a wind-sand flow, that was carried out in [36] made it possible to detect quasi-horizontal trajectories of sand in the lower millimeter layer of saltation, that became the basis of the wind profile model under stationary saltation conditions.
In addition, in 2017–2018 much attention was paid to the study of the influence of turbulence on the electrification of particles in the atmosphere. A theoretical study of the contribution of turbulence to the electrification of thunderclouds, snowstorms, and dust storms was carried out, and a model of the large-scale electric field generation in a weakly conducting medium containing two types of particles charged during collisions was proposed in [37]. It was found that the influence of turbulence differs significantly in the case of inductive and non-inductive mechanisms of charge separation. However, turbulence initiates an additional growth of the large-scale electric field for both mechanisms in the considered systems, which is a significant effect especially in the case of an electric field close to the breakdown value. A more detailed study of the influence of turbulence on the electrification of thunderclouds is presented in [38, 39]. Analytical estimates of changes of the thundercloud electric parameters caused by turbulent effects, for various characteristics of turbulence and hydrometeors, were used in these works to improve the parameterization of the electric processes and the numerical simulation of thunderstorm events. A detailed comparison of the results of numerical simulation of thunderstorm events with and without taking into account turbulent effects made it possible to reveal a number of characteristic features in changing the distributions of the electric parameters of a thundercloud.

**Physics of lightning**

In recent years, active experimental and theoretical studies in the field of lightning physics have continued. Thus, at the site of the Integrated High-Voltage Stand of the All-Russian Research Institute of VEI (Istra), experiments on the initiation of ascending and descending leaders continued during the development of a long spark using a high-voltage impulse voltage generator, as well as using an artificial charged cloud of water aerosol [40]. With the help of a unique high-voltage equipment (pulse voltage generator up to 6 MV) and a high-speed camera with an exposure of 0.2 ns, detailed images of streamer flashes of positive and negative leaders of a long spark were obtained for the first time [41].

The similarity of the shape and structure of streamer flashes of the leaders of both polarities was found, in contrast to the idea of their difference that existed until now. A similarity in the shape of the channel of a jump of a positive leader with channels of long streamers was found, which made it possible to put forward a hypothesis about the formation of a jump of a positive leader in a streamer channel, in contrast to a jump of a negative leader formed in the process of growth of a spatial leader [42]. Also, for the first time, detailed optical and IR images of the contact area of the positive and negative leaders and the
end-to-end phase were obtained based on model experiments using a negative charged cloud. It was established that the rates of positive and negative leaders within the common streamer zone coincide and increase with increasing current strength. The results obtained are important for solving the fundamental problems of the dynamics of the main stage of lightning [43]. The possibility of electric discharges initiated by a crossbow bolt (projectile) moving in an electric field of a cloud of negatively charged water droplets was first demonstrated in [44].

The works [45–48] present the results of experimental studies of the formation of ascending leaders from lightning conductor models and protected objects under the effect of an artificial thundercloud of negative polarity. Identified two options for the development of an upward leader: continuous and with a stop in between. It is established that the average value of the current of the ascending leader for the case of continuous development of the leader in the interval is 1.4 times greater than for the case where the leader stops. It was found that the counter-descending leader from the artificial thundercloud as a whole deviates from the vertical more than the ascending leader from the lightning-conductor or object model [45]. The significant influence of the shape and size of the lightning conductor models and objects on the probability of their being hit by a discharge from the cloud is shown. The optimal sizes of rod and cable lightning rods were determined, which ensure that the ascending leaders start ahead from them in comparison with the formation of ascending leaders from the protected objects. Analysis of some experimental data showed that high frequencies (up to several hundred MHz) in the spectrum of signals recorded by antennas appear in cases when a powerful streamer corona is formed from a part of the main discharge channel near the boundaries of the charged and often correspond to the cloudy part of the discharge formation [46]. It has been experimentally shown that groups of large hydrometeors of various shapes significantly increase the probability of initiating a channel discharge between an artificial thunderstorm cell and the ground, especially with a positive cloud polarity [47, 48]. The results can be used in the development of a method of purposeful artificial initiation of lightning between a thundercloud and the ground.

The fundamental problems of lightning physics and recent advances in instrumental (primarily satellite) recording of discharge phenomena in the atmosphere are also actively discussed [49]. The formation of plasma formations in the thundercloud with the parameters necessary for the initiation and development of a lightning discharge is considered to be a nonequilibrium phase transition induced by electrostatic noise [50]. Within the framework of the new three-dimensional model of lightning development, including bidirectional distribu-
tion of the discharge, its dynamic probabilistic branching and the possibility of simultaneous growth and/or decay of peripheral branches, and also taking into account for the first time the evolution of conductivity, longitudinal electric field and current of discharge channels, the dominant influence of the lower layer of positive charge is demonstrated on the typology and dynamics of a lightning discharge in a thundercloud [51].

For the first time, a consistent theoretical model has been proposed that can explain the close-to-lognormal distributions of peak currents in cloud-to-ground lightning discharges, which are observed when measuring currents of natural and trigger lightning [52]. According to the model, the distribution of peak currents of the first and subsequent components of lightning flashes are not strictly lognormal, but close to those in a certain range of values. In the area of extremely high peak currents (of the order of and more than 100 kA), the distribution can differ significantly from lognormal, which is important to consider when solving lightning protection tasks.

Particular attention is paid to the study of such a relatively recently discovered phenomenon, as a compact intracloud discharge in a thundercloud. In work [53] a hypothesis is developed according to which a compact intracloud discharge is a consequence of the development of avalanches of relativistic high-energy runaway electrons, initiated by a wide atmospheric shower, and breakdown on runaway electrons. A numerical simulation of the development of a positive streamer around charged water droplets at atmospheric pressure, typical for the height of a thundercloud and in various background fields, droplet sizes and charges, was carried out [54].

In [55,56] a new fractal model of a compact intracloud discharge was proposed, which considers it as the result of the interaction of two (or more) bipolar streamer structures that form in a strong large-scale electric field of a thunderstorm cloud. It is shown that a single bipolar streamer structure as it develops accumulates near its ends significant electrical charges of a different sign. The features of electromagnetic radiation of a compact intracloud discharge are investigated within the framework of the proposed model. It is shown that high-frequency radiation at the preliminary stage of a compact discharge is negligible compared to radiation at the main stage. It was also found that at the preliminary stage of the discharge a burst of high-frequency radiation correlates well with the maximum pulse of the low-frequency electric field, and the spectrum of high-frequency radiation has a power-law appearance with an indicator lying in the interval from -2 to -1.

The scheme of wildfires climate model of the Institute of Atmospheric Physics them. A.M. Obukhova RAS (KM IFA RAS) expanded to include the effect of lightning activity and population density on the frequency of fires and the suppression of fires [57]. Using the IFA RAS CM, numerical experiments
were performed in accordance with the conditions of the CMIP5 climate model comparison project (Coupled Models Intercomparison Project, phase 5). The frequency of lightning flashes was set in accordance with LIS / OTD satellite data. As a result of the calculations, it turned out that anthropogenic fires play a dominant role in the occurrence of wildfires, with the exception of regions of subpolar latitudes and to a lesser extent tropical and subtropical regions. Taking into account the connection of the number of fires with lightning activity and population density in the model enhances the influence of the characteristics of natural fires on climate change in the tropics and subtropics compared with the version of the IMA RAS CM without taking into account the influence of ignition sources on the large-scale characteristics of natural fires.

**High altitude discharges**

The study of high-altitude discharges by Russian scientists continues quite actively. Satellite observations, laboratory and numerical simulations are conducted. Study of the initiation of sprites was done in [58]. Spherical plasma inhomogeneity located at mesospheric altitudes in the quasi-electrostatic field of a thundercloud is considered as a possible reason for the formation of a sprite. Assuming that the conductivity of the plasma formation is controlled by the processes of impact ionization and the attachment of electrons to neutral molecules, a simple semi-analytical model of ionization instability is developed in a quasi-electrostatic field. A numerical radially symmetric self-consistent model of the sprite at altitudes from 60 to 90 km was proposed in the work [59]. The perturbations of the concentration of ions, electrons, neutral particles and the intensity of photon emission at the heights of the mesosphere for the sprite at night were analyzed. It is shown that due to the rapid displacement of the electric field in the upper part of the diffuse area of the sprite, a toroidal structure of the electric field and the radiation of the sprite is observed. At altitudes of 83–87 km, the electron concentration decreases, which is associated with the increasing role of dissociative attachment to molecular oxygen, which significantly reduces the conductivity at these altitudes. The effect of thunderstorm activity on plasma-chemical processes in the air at altitudes of 95–100 km was considered [60]. It is shown that the electric fields of clouds charged unipolarly after lightning discharges lead to an increase in the concentration of electrons at these altitudes, which should lead to a noticeable increase in positioning errors of global satellite systems.

A series of articles is devoted to the launch of the Chibis-M microsatellite into orbit, a universal transport and starting device for launching microsatellites with a mass of 40–50 kg has been developed; for the first time, a scheme has
been developed to increase the height of the orbit of the Progress cargo vehicle for launching the microsatellite into orbit after it has completed the main task of delivering cargo to the ISS, which provided a significant economic effect; developed a full-featured microsatellite-complex; test cycles and the spacecraft flight control scheme were worked out [61–63]. Prospects for studying using satellites low-frequency electromagnetic fields generated by both conventional lightning in the troposphere and stratospheric and mesospheric electrical discharges such as sprite and blue jet are analyzed in [64] determines the sensitivity levels of devices necessary for recording various effects of discharges on the atmosphere. The results of observations obtained from the Vernov satellite, in comparison with the data from the “University-Tatiana-1, 2” satellites, are analyzed in [65]. Laboratory modeling of high-altitude discharges is carried out by two Russian groups. An installation for experimental research of high-voltage discharges in a gas with a pressure gradient [66] was created at the Institute of Applied Physics of the Russian Academy of Sciences. The possibility of using for modeling high-altitude discharges using an apocampic discharge is discussed in a number of papers [67, 68].

**High-energy phenomena in the Earth’s atmosphere**

The study of high-energy phenomena in the atmosphere of the Earth is a young and rapidly developing branch of atmospheric physics, closely related to the study of altitude discharges. The phenomena of the emergence of energetic elementary particle fluxes in thunderclouds are divided into two classes, the relationship of which remains a controversial issue: terrestrial gamma ray flashes (TGFs) and thunderstorm ground enhancements (TGEs).

In order to gain new information about TGFs, the research team of the Institute of Nuclear Physics and the Cosmic Research Institute of the Russian Academy of Sciences used the RELEC equipment complex on the Vernov satellite. The device is equipped with a set of scintillation detectors, including four identical X-ray and gamma-radiation detectors with a working energy range from 10 keV to 3 MeV, with a total area of ~500 cm². The monitoring information from the satellite is transmitted every second. Registration time of each gamma-quantum or electron is recorded with an accuracy of ~15 μs. The processing of data from the Vernov satellite led to the compilation of a catalog of TGFs published in [69]. The TGFs included in the catalog have a characteristic duration of ~400 μs, for which event 10–40 gamma quanta are recorded. For each gamma-ray burst the time profiles, spectral characteristics, and geographic location are given, as well as the result of comparison with the readings of other instruments installed on the Vernov satellite. A candidate for TGF, registered in the circumpolar region above Antarctica, is discussed.
The development of data processing methods for energetic events in the Earth’s atmosphere is reflected in the publication [70], which sets out the results of a comprehensive study of the archived observational data of the SPI gamma spectrometer accumulated over 7 years of operation of the INTEGRAL observatory. The problems of processing arrays of observational data of the experiment, including the search algorithm and the method of automatic classification of detected events (gamma-ray flashes of both terrestrial and cosmic origin) based on a set of criteria, were separately discussed.

In [71], the location of the geographic areas of TGF excess and deficiency was compared with the location of areas of increased concentration of tropospheric impurities. As a measure of tropospheric pollution, data from the OMI tool (KNMI / NASA) on the nitrogen dioxide content of NO\textsubscript{2} in the troposphere was used. It is shown that the content of NO\textsubscript{2} in the “deficiency zones” of TGF is twice as high as the corresponding value in the “excess zones” of TGF. An additional analysis of the distribution of NO\textsubscript{2} concentrations around TGF locations with high spatial resolution based on radio data WWLLN showed the absence of features in the distribution of NO\textsubscript{2} on a scale of tens of kilometers characteristic of urban agglomerations.

The state of world research in the field of energetic particles fluxes originating in thunderclouds and recorded by ground-based detectors (TGEs) is determined by the activities carried out at the Aragats Research Station. A huge array of observational data on energetic atmospheric phenomena was analyzed in [72–75] the brief results of which are as follows. It is shown that almost always TGE is interrupted after a lightning flash that occurred in the same thundercloud, a detailed review of the characteristics of TGEs and lightning discharges interrupting them are described in [74]. An analysis of the spectrum of particles recorded by ground-based detectors showed that immediately after a lightning flash the high-energy part of the TGE radiation disappears. The decrease in the flux density of energetic particles from a thundercloud on a millisecond scale coincides with a lightning flash.

The key issue of atmospheric physics – the problem of initiating a lightning discharge – is fueled by new evidence obtained from TGEs observations. The time resolution of the applied equipment allowed us to relate the dynamics of the energetic particles flux from the redistribution of charges inside the thundercloud. Based on the consideration of relativistic runaway electron avalanche model, it is confirmed that the development of the TGE in a thundercloud favors the initiation of a cloud-to-ground negative lightning discharge [73]. Theoretical aspects of the physics of energetic particle fluxes from thunderclouds are discussed in [75], where a sufficiency of relativistic feedback mechanism (proposed by Dwyer) for explanation of the observational data is claimed.
Several years of experimental work on the study of variations in secondary cosmic ray particles during thunderstorms carried out at the facility “Kover” of the BNO INR RAS, allow the researchers to assume the possibility of runaway breakdown in the atmosphere in the near-threshold mode [76, 77]. Breakdown is characterized by the presence of an electric field in the stratosphere with a potential difference of ~100 MV [77]. Runaway electrons that generate gamma quanta with energies up to 30 MeV multiply in an avalanche field. A more well-known analogue of the proposed discharge is a glow discharge. In [76], the transition of a discharge to an independent state is considered by means of “cyclic generation” of braking photons. The breakdown region of the type under discussion, most likely formed in the stratosphere between the top charge of a thunderstorm cloud and the ionosphere, should be accompanied by luminescence and disturb the electric and magnetic fields with a characteristic time of several minutes, which is the basis of the principle of detection of the discharge from measurement data. A correlation has been established between continuous luminescence of thunderclouds and anomalous disturbance of secondary particles of cosmic rays recorded at ground level. The case of the interruption of global micropulsations of the geomagnetic field as a result of the runaway electron breakdown in the near-threshold regime is described [76]. The interaction of a thunderstorm front with precipitation of protons into the atmosphere from the Earth’s radiation belt, due to seismic activity, was reported. The influence of seismic activity on the glow of the night sky was discussed separately [77]. Measurements of energetic particle flux conducted the Tien Shan Station have resulted in new information on extensive air showers and energetic radiation from lightning discharges [78–80]. The energy spectrum of particles of an extensive air shower in the range of 10^{14}–10^{17} eV was studied. It is shown that high-energy lightning discharge radiation is observed within ten seconds after the flash; gamma radiation, energetic electrons and neutrons were simultaneously detected [79]. The time series of the neutron flux generated by atmospheric discharges were obtained using detectors located on the Earth surface, as well as underground [78, 80]. A substantial part of neutrons is emitted in a short time immediately after discharge (200–400 μs). The magnitude of the time interval suggests that neutrons are mainly generated in a dense medium (presumably in the soil).

Observations at the Tien Shan high-altitude station made it possible to simultaneously register radiation in the radio frequency (0.1–30 MHz), infrared (610–800 nm), ultraviolet (240–380 nm) and soft X-ray (0.1–4 MeV) ranges [80]. The next step in the study of thunderstorm processes at Tian Shan Station was the registration of optical, radio and gamma radiation emitted during the bright lightning discharge stage. During the 2016 season, several hundred
bursts of optical radiation were recorded due to night lightning of $\sim 30$ thunderstorm events; at a distance of 3–10 km from the source. The importance of observing lightning discharges in a wide range of energies is demonstrated for checking and comparing the results of various theoretical models of atmospheric discharges, of which the so-called “dark discharge” (“dark lightning”) is of particular interest. “Dark discharge” is one of the possible consequences of the relativistic runaway electron avalanche model. A clarification of the relationship between the energetic particles flux and lightning discharges, as well as possible conditions for the development of a “dark discharge” is the direction of future research based on a data ensemble on energetic events existing due to observations at the high-mountain stations of Aragats and Tian Shan.

High-energy atmospheric phenomena like TGF are often accompanied by radio emission, similar to lightning discharges, which can lead to the indistinguishability of TGF and lightning discharges by the WWLLN network. Studies of radio emission from thunderstorms conducted in the Nizhny Novgorod region showed that radio emission is concentrated in time intervals on the order of fractions of a microsecond with a gap of several microseconds between pulses, and does not show a smooth increase [81]. Radio emission is recorded not only during lightning discharges, but also in the intervals between them.

A significant part of the data on energetic events in the atmosphere results from the observations of neutron fluxes one of the main components of secondary cosmic rays. Preliminary results of the neutron flux analysis were obtained by means of complex of instruments created at the Institute of Physics and Energy of the Siberian Branch of the Russian Academy of Sciences [82]. Synchronous recording of neutron flux variations, electric field strength and electromagnetic radiation during lightning discharges is performed. The intensity of the neutron flux during lightnings in the vicinity of Yakutsk is measured using SNM-15 counters (in and without lead shells) with a resolution of 10 $\mu$s. The records obtained in the winter of 2013–2014 are also taken into account. The analysis also concerns variations of electric field and neutron intensity during snowstorms in Tiksi, in which powerful snow charges were observed with strong winds with speeds up to 60 m s$^{-1}$. It was shown that for the event of the considered type the electric field intensity can change direction to the opposite, reaching values of 90 kV m$^{-1}$, which is not accompanied by electric discharges and neutron bursts.

Data on neutron flux amplifications during thunderstorms have also been successfully applied to the study of thunderstorm nuclear reactions [83]. The assumption has been tested, whether the enhancement of the neutron flux could occur due to photonuclear reactions due to bremsstrahlung gamma-quanta of runaway electron avalanche that can develop in a thunderstorm electric field.
The importance of distinguishing the response of detectors to neutrons, electrons and gamma quanta is discussed.

Estimates of the contribution of thunderstorms to variations in the content of atmospheric radiocarbon $^{14}$C, widely used for dating of archaeological artifacts and works of art, were made in [84]. It is shown that the measured values of the flux of thunderstorm neutrons per discharge of lightning in areas with strong thunderstorm activity provide a local rate of radiocarbon production, comparable to the accumulation of cosmic radiation. A previously unknown natural source not only of $^{14}$C radiocarbon, but also other isotopes in the atmosphere, such as $^{13}$N, $^{15}$N, $^{15}$O, $^{17}$O, $^{13}$C, was discovered.

**Interrated methods for thunderstorm investigation**

Regional researches of an electric field of the atmosphere have the considerable practical interest as variations of its strength characterize processes of an electrization upon development of the local weather phenomena, and also give information on regional features of functioning of the Global atmospheric electric circuit. Actual data on influence of the dangerous weather phenomena (rainfall, thunderstorms, etc.) and large-scale factors (cyclonic processes, solar and terrestrial relationship, etc.) on daily and seasonal changes of atmospheric electric field in regions aren't enough today.

Papers [31, 85] presented the results of the pilot studies of electric characteristics of thunderstorm by comparison of remote sensing data for clouds (the Doppler DMRL-C weather radar with cross-polarization signal processing) and lightning discharges (lightning detection system LS 8000), electric field strength measurements in a ground layer of the atmosphere (EFM550) and results of numerical modeling (NM) of deep convection clouds in the North Caucasus region are discussed. For the purpose of identification of a role of the storm phenomena in daily variations of the field gradient of the atmosphere synchronously with the field it was recorded the total lightning activity in the region.

The 3D non-stationary model with detailed description of the hydrothermo-dynamic, microphysical, and electric processes has been used for numerical simulations of the convective cloud formation under unstable atmospheric stratification and background wind. The microphysical unit of the model describes nucleation, condensation, coagulation among the droplets, sublimation, accretion, and freezing of droplets, cloud-particle deposition in the gravity field, particle transfer by air flows, as well as the cloud-particle interaction under the influence of the electric field of the cloud.

The model calculates the volume charges in the cloud, electrostatic potential, which is created by these charges, as well as the horizontal and vertical
components of the cloud-field intensity. The simulated radar reflectivity of the model cloud at wavelengths 3.2 and 10 cm are also compared with the actual radar observations of clouds. To analyze the model output, software for 3D visualization of the data has been developed for studying the cloud structure. By calculating the electric parameters of a cloud, it was assumed that formation and accumulation of the electric charges in the cloud is a result of the droplet freezing and accretion, i.e., interaction between the droplets and crystals.

Numerical experiments with and without allowance for the electric coagulation of the cloud particles were carried out. Comparative analyses of these two cases shows that the precipitation-particle growth time in deep convective clouds is significantly (by 20-30%) reduced because of the electric coagulation.

The results of calculations on the basis of the 3D model show that these processes in convective clouds interfere with each other, i.e., interact. This non-linear interaction is rather complicated and plays an important role in the cloud microstructure formation. To verify numerical simulation of deep convection clouds, actual data on such weather hazards as lightning, hail, excessive precipitation, damaging wind will be used.

Besides, the model allows researchers to receive a missing set of dynamic, hydro-thermodynamic and microphysical characteristics in any point of a cloud and its environmental space for interpretation of results of observations. Three-dimensional visualization of parameters of convective clouds provides more reliable and effective interpretation of numerical and experimental data.

Paper [32] presents the interrelation of characteristics of electric discharges with parameters of developing hailstorm near Pyatigorsk (North Caucasus area) on May 29, 2012. That day the large hail of 2–3 cm size dropped out. Hail layer thickness on the ground was about 20 cm. For the analysis the data of the S-band MRL-5 radar, radiometric measurements of SEVIRI “Meteosat-8” satellite, and LS8000 lightning data were used. According to remote sensing data the first incloud discharge (IC) appeared at rather small radar reflectivity of 29 DBZ before rainfall on the ground. The first cloud – to – ground (C-G) discharge appeared 11 min lately, when cloud reflectivity reached 42 DBZ, and cloud top temperature – 36°C. The lightning discharges intensity in a cloud mature stage was 448 for IC and 23 for CG. During the maximum development of a cloud the intensity of rainfall exceeded 50 mm/h. Cloud top temperature was –59°C. Rainfall intensity growth was accompanied by increased total number of lightning discharges which maximized near 70 mm/h. It indicates that precipitation have the considerable impact on the lightning flash activity. Studying of regional features of deep convection cloud development by the integrated multi wavelength active and passive systems (weather radars, lightning sensors, microwave radiometers, automated meteorological stations) and results of
the simultaneous numerical cloud modeling has the great scientific and practical value.

Paper [86] presents the results of 5 years thunderstorm activity investigation aimed at density of lightning discharges in different regions of Northern Asia. These parameters – density of lightning discharges and corresponding currents are necessary for more effective lightning protection. The lack of the regular satellite and land observations in this region made it necessary of the WWLLN (World Wide Lightning Location Network) data application. The effectiveness of lightning flash detection by this system in 2012 averaged about 15% for CG and more than 30% for lightning with current peak value above 100 kA. According to authors the average density of lightning discharges revealed gradual increase for this period and the number of IC prevailed over CG. Here it should be noted that the probability of detection of IC by WWLLN network is rather small. In the Central Yakutia the share of CG lightning consisted of 40–60% for the summer period. When averaging location of thunderstorms on the area on a grid 0.25×0.25° the local maxima of thunderstorm activity forced by relief were found.

Paper [87] presents the analysis of changes of convective cloud characteristics, intensity and an amount of precipitation in the Leningrad Region upon their merging according to data of the DMRL-C radar, SEVIRI radiometer, lightning detection system Alves, network of Pluvio2 200 rain recorders and also by results of NM by means of non stationary 1,5 D convective cloud model. At merge the time course of the studied characteristics of clouds considerably changed: cloud top heights grew by 2 km, reflectivity maxima increased by 10 DBZ, the intensity and stream of rainfall increased approximately twice that is confirmed also by measurements of rain recorders. The same effect is supported with results of NM. The fact of number of lightning discharges increase was also confirmed with the Alves system.

Paper [26] presents comparative quality analysis for thunderstorm forecast based on 26 indexes of atmospheric instability, including test of the new index considered the speed of upflow. For validation of forecasts the WWLLN data were used. It was shown that it is necessary to attract the integrated methods of observation for thunderstorms, hail, heavy rains to further perfection of storm warning methods.

Papers [28, 88] present results of regional thunderstorm characteristics investigation. Data confirmed essential dependence of lightning activity over the area type. So, the lightning rate over the megalopolis was on average 46% more, than that over the low-populated territory what confirms the existence of city effect. At the same time the lightning rate over the dense forest area was about 2.4 times more, than that over farming zone.
Paper [89] presents the results of modeling the impact of aerosol air pollution on characteristics of deep convection cloud, its electric structure and precipitation. Aerosol impurity affects dynamic, microphysical and electric characteristics of a cloud: sharply increased the total number of ice crystals and hail embryo (approximately in 5 and 2 times respectively), maximal intensity of rainfall increased by 1.4 times and its amount – by 1.8 times. The increased concentration of natural aerosol with ice-forming properties altered the charge spatial distribution in a cloud and created its inverse electric structure.

**Conclusions**

In recent years, the studies of atmospheric electricity in the Russian Federation have received a new impetus to development. A wide range of experimental and theoretical studies of good weather electricity and the effects of atmospheric ions and aerosols on it has been carried out. Experimental and theoretical studies of the global electrical circuit, including the use of climate and climate-climate models. A set of experimental studies in the field of lightning physics and lightning protection has been carried out, including using unique laboratory stands and a natural stand of the All Russia Electrotechnical Institute in Istra. In a number of Russian regions, studies of climatology of atmospheric electrical phenomena, regional meteorological features of thunderstorms, improvement of modeling methods and forecasting of thunderstorm phenomena are successfully continuing. Numerous laboratory experiments have been carried out to study the characteristics of the development of lightning discharges, both cloud-to-earth and earth-ionosphere. The Chibis-M microsatellite was put into orbit, the main task of which is to investigate discharge phenomena in the upper atmosphere. The results of observations obtained from the Vernov satellite are analyzed. Measurements of the surface fluxes of energetic particles produced at the Tien Shan station have resulted in new information on extensive air showers and energetic radiation from lightning discharges.

Over the past 3 years, conferences devoted to the problems of atmospheric electricity have been successfully held: the V and VI International Conference on Lightning Protection (St. Petersburg, 2016 and 2018), the Second and Third All-Russian Conference “Global Electrical Circuit” (Borok, Yaroslavl Region, 2015 and 2017). Russian scientists (12 people, including 11 representatives of institutions of the Russian Academy of Sciences) took an active part in the XVI International Conference on Atmospheric Electricity (ICAE2018, Nara, Japan, June 2018), which is held every 4 years and is the main international forum on atmospheric electricity.
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During 2015–2018 the Russian Radiation Commission in cooperation with interested departments and institutions hold two International Symposia on Atmospheric Radiation and Dynamics (ISARD-2015, ISARD-2017). At these conferences most actual problems of atmospheric physics (radiation transfer, radiative climatology, greenhouse gases, clouds, aerosols and radiation forcing, remote measurement methods, new observation data) were discussed. In this review, 5 directions of studies covering the complete spectrum of investigations in atmospheric radiation are given.

Radiation Transfer

Numerous investigations in this line are dedicated to developing methods and algorithms for solving the radiation transfer equation in various mediums and for different measurement geometries and to applying the developed methods to various problems of atmospheric optics.

In the paper [Mikhailov et al., 2018] the comparative efficiency of different algorithms of statistical modeling of the polarized radiation transfer process is studied for the problem with the molecular matrix of scattering. The initial-boundary value problem for the non-stationary radiative transfer equation in a system of semitransparent bodies with the conditions of diffuse reflection and refraction of radiation is considered in the paper (Amosov, 2018). The unique solvability of the problem with boundary and initial data in the complete scale of Lebesgue spaces is established and estimates for solutions are obtained. The work (Ambos and Mikhailov, 2018) considers the radiation transfer through
random media of three different types. The radiative transfer is simulated numerically and statistically with the same one-dimensional distributions and correlation radii. In the paper (Ambos et al., 2017) a Monte Carlo algorithm admitting parallelization is constructed for estimating the probability moments of the spectral radius of the operator of the integral equation describing the transfer of particles with multiplication in a random medium. A randomized homogenization method is developed on the base of the theory of small perturbations and diffusive approximation. In (Aristova et al., 2017) the Lebesgue averaging method is applied to the numerical simulation of the radiative transfer equation. Monte Carlo simulation of backward scattering of polarized optical radiation has been performed in the time and frequency representations based on the description of radiation transport in terms of the Bethe–Salpeter equation (Kuzmin, 2017).

In (Kim and Prokhorov, 2018) a Cauchy problem for the time-dependent radiative transfer equation in a three-dimensional multicomponent medium with generalized matching conditions describing Fresnel reflection and refraction at the interface of the media is considered. The unique solvability of the problem is proven, a Monte Carlo method for solving the initial-boundary value problem is developed, and computational experiments for different implementations of the algorithm are conducted. The Cauchy problem for the non-stationary radiative transfer equation with generalized matching conditions that describes the diffuse reflection and refraction on the interface is studied in paper (Prokhorov et al., 2017). The solvability of the initial-boundary value problem is proved. Some stabilization conditions for the non-stationary solution are obtained. The paper (Budak et al., 2017) is devoted to the further development of small-angle modification of the spherical harmonics method. It has been shown that the quasi-diffusion approximation does not depend on the symmetry of the problem and, therefore, can be generalized to the case of an arbitrary geometry of the medium.

A number of studies are devoted to developing and improving the software for radiation transfer computations. The paper (Korkin et al., 2017) describes a new free program SORD for calculating the polarized radiation transfer (Fortran 90/95, ftp://maiac.gsfc.nasa.gov/pub/skorkin). The SORD numerically simulates the propagation of monochromatic solar radiation in a plane-parallel atmosphere over a reflecting surface using the successive scattering approximation method. The FIRE-ARMS program is added by the model of polarized radiation transfer VLIDORT. This version allows simulating the outgoing thermal IR radiation from the Earth and solar shortwave IR radiation reflected from the surface, taking into account the multiple scattering. Such simulation is compared with the spectra measured by satellite spectrometers GOSAT in a cloudless atmosphere over Western Siberia (Zadvornykh et al., 2017). The pa-
Per (Russkova and Zhuravleva, 2017) refers to a series of works aimed at increasing the computational power of radiation codes realizing the Monte Carlo statistical method.

A huge role in the simulation of atmospheric radiation transfer plays the accuracy of the spectroscopic information on the absorption lines of atmospheric gases. To assess the accuracy of this information, the simulation of atmospheric spectra of solar radiation in strong absorption bands of methane and carbon dioxide and the comparison of modeled spectra with the spectra measured by the ground-based Fourier infrared spectrometer Bruker IFS 125M at the Ural atmospheric station in Kourovka for a large set of atmospheric conditions in 2013–2017 were performed. It has been shown that the total columns of these gases, retrieved using different versions of the popular spectroscopic databases HITRAN [https://www.cfa.harvard.edu/hitran/], GEISA [http://www.pole-ether.fr] and GOSAT and CDSD absorption lines banks (Nikitin et al., 2015; Tashkun et al., 2015) may vary significantly (from 1% for CO₂ to 4% for CH₄) (Chesnokova et al., 2015; 2016). A similar comparison was made for water vapour (Chesnokova et al., 2016a). The parameters of the CH₄ and H₂O line shapes, taking into account the effect of the Dike line narrowing in the near IR range for conditions close to atmospheric, were determined from the laboratory spectra measured by the Fourier spectrometer that improved the accuracy of atmospheric transmittance simulation (Petrova et al., 2017). The simulation of ascending and descending solar and thermal radiation fluxes with different models of continuous water vapor absorption for meteorological conditions typical for the summer of middle latitudes in the presence of Cirrus clouds of various powers has been carried out. The sensitivity of the atmospheric radiation balance and the radiation forcing of clouds to models of continuous water vapor absorption is estimated (Firsov et al., 2015, 2018).

In a number of studies methods for solving the radiation transfer equation in the context of atmospheric and underlying surface remote sensing are improved, models for retrieving the radiation-significant characteristics are developed. The paper (Falaleeva and Fomin, 2017) discusses the possibility for obtaining more information from atmospheric IR spectroscopic sounding by increasing the instrumental spectral resolution and using polarization measurements of solar and thermal radiation. The shortcomings of modern methods of molecular absorption spectra calculation in both strict (linear) and fast (based on k-distributions) models of atmospheric radiation transfer are shown. In (Vasilyev et al., 2017) dependences of solar radiation characteristics on optical models of the earth's atmosphere are investigated. Software used for homogeneous atmosphere models implements four methods of transfer theory: the single scattering approximation, the Eddington method, the Monte Carlo method,
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and the asymptotic method. Simple linear approximations of the flux dependence on the parameters of the atmosphere and the Sun zenith angle are proposed.

In (Levashova et al., 2018) a three-dimensional model for obtaining spatial structures of photosynthetically active radiation reflected and absorbed by inhomogeneous forest cover with a multi-species structure is presented. Shabanov and Gastellu-Etchegorry (2018) has shown that the three-dimensional distribution of forest cover affects the radiation regime and the determination of its biophysical parameters. The algorithm based on the developed model allows determining the proportion of different tree species in the mixed forest from the measured coefficients of radiation reflection by the forest cover. In (Zinkov et al., 2018) the problem of seabottom reconstruction in the fluctuating ocean when the coefficients of seabottom and ocean’s surface scattering are known is considered. A theoretical justification of the new method for measuring the emissivity of a rough underlying surface without absolute calibration of the radiometer is carried out (Sterlyadkin et al., 2018). This method can be applied not only to the ocean surface, but also to any rough surface, ice, agricultural plantings, and vegetation. The problem of retrieving the Lambert land surface albedo using the reflected brightness coefficients is considered, the modeled study of the accuracy of the algorithm for retrieving the albedo is executed (Nikolaeva, 2016, 2016a). The analytical representation for reflectance dependence on gas absorption sections has been obtained and the efficient algorithm to gas absorption effects elimination in reflectance is constructed (Nikolaeva, 2018).

Radiative Climatology

The research work in the frames of this topic has been carried out in several directions: the monitoring of components of radiation budget (RB); the study of RB climatic trends near a surface; the development of software for simulating the radiation characteristics in different atmospheric conditions and the analysis of radiative effects.

In Zuev Institute of Atmospheric Optics (IOA) SB RAS, the long-term monitoring of the total and UV solar radiation in Tomsk and the Tomsk region, and also in certain regions of Western Siberia is carried out. The results of the study of changes in the total solar radiation, cloudiness, sunshine duration, and surface air temperature in Tomsk for the period 1996–2016 are presented. It is shown that the decrease in the total solar radiation and sunshine duration and, vice versa, the increase in the surface air temperature and total and inferior cloud amount are observed. The analysis of synoptic processes observed in the Tomsk region from 1993 to 2016 showed that the difference between the recurrence of cyclones and anticyclones has significantly decreased in the Tomsk
region over the past decade. There is a tendency to reduce the invasion of Arctic air masses and to increase of the inflow of subtropical and tropical air to the region (Sklyadneva et al., 2018).

The work on the creation of software-algorithmic complex MATHART (Monte Carlo Codes for THree-DimensionAI Radiative Transfer), designed to calculate the radiation characteristics in different atmospheric conditions (clear sky, continuous and broken clouds) is continued. In the period 2015–2018, new statistical algorithms were implemented to calculate the spectral-angular characteristics of downward and outgoing solar and thermal radiation in (i) separate realizations of spatial inhomogeneous clouds and (ii) averaged over the ensemble of cloud fields (Zhuravleva and Nasrtdinov, 2018). The simulation of radiation characteristics is performed taking into account the sphericity of the atmosphere, multiple scattering and absorption by cloud, aerosol particles and air molecules, emission (in the IR range), as well as reflection from the underlying surface. The Poisson model of broken clouds was used to construct the realizations of mesoscale cloud fields; the clouds were approximated by overturned truncated paraboloids of rotation.

On the basis of the developed software, the regularities of the formation of brightness fields of ascending and descending solar radiation in spatially inhomogeneous clouds were investigated (Zhuravleva et al., 2017; Zhuravleva and Nasrtdinov, 2018). The developed algorithms were also used to estimate the effect of non-Lambertian of the underlying surface on the angular characteristics of the field of reflected solar radiation in a cloudless atmosphere and under continuous clouds (Russkova and Zhuravleva, 2018). Application possibilities of the developed software for solving the inverse problems of atmospheric optics using the ground photometric observations are shown: the influence of stratification of aerosol optical characteristics on the sky brightness in the solar vertical is analyzed (Russkova et al., 2016), possible deviations of the optical thickness retrieved using standard AERONET network algorithm under crystal clouds are considered (Smirnov et al., 2018).

In Lomonosov Moscow State University, a complex of works on studying the UV radiation has been performed. The seasonal and inter-annual variability of the total UV radiation in the 300–380 nm range (Q380) in Moscow for the period 1968–2014 was investigated and the influence of clouds on its values was estimated (Nezval and Chubarova, 2017). The distinct long-period changes in erythemal UV radiation (Qer) characterized by a pronounced decrease at the end of the 1970s and a statistically significant positive trend of more than 5%/10 years since 1979 over the territory of the Moscow region according to the measurements and reconstruction model has been revealed. The positive trend is shown to be associated mainly with a decrease in the effective cloud
amount and total ozone content (TOC). The simulation experiments using the INM-RSHU chemistry climate model (CCM) for several scenarios with and without anthropogenic factors have revealed that the variations in the anthropogenic emissions of halogens have the most significant impact on the TOC and Qer variability. Among natural factors, noticeable effects are observed due to volcanic aerosol (Chubarova et al., 2018).

A new method for calculating the altitude UV dependence is proposed for different types of biologically active UV radiation (erythemally weighted, vitamin-D-weighted and cataract-weighted types). The parameterization takes into account the altitude dependence of molecular number density, ozone content, aerosol and spatial surface albedo. Calculations of high-altitude UV effects using the proposed method are consistent with the results of accurate modeling of the 8-stream DISORT model with a correlation coefficient $> 0.996$. Using the proposed parameterization implemented in the on-line UV tool (http://momsu.ru/uv/) for Northern Eurasia over the PEEX domain, the altitude UV increase and its possible effects on human health considering different skin types and various open body fraction for January and April conditions in the Alpine region were analyzed (Chubarova et al., 2016).

**Aerosol and Radiation Forcing**

Extensive laboratory and field measurements of aerosol parameters, the modeling and evaluation of aerosol impact on the radiative characteristics of the atmosphere are the main directions of study in this area.

Systematic laboratory studies of aerosol scattering and absorbing properties, its condensation activity and smoke optical and radiation properties are conducted in IOA SB RAS (Popovicheva et al., 2015, 2016, 2016a; Kozlov et al., 2016). The spatial and temporal variability of aerosol characteristics in the sea, polar regions and the Asian part of Russia is studied on the basis of expeditionary studies. In the paper (Sakerin et al., 2017) the results of 12-year aerosol studies along the route of Russian Antarctic expeditions in the Eastern Atlantic and Southern ocean are summarized. Statistical generalization and the zoning of the aerosol physical and chemical characteristics in the East Atlantic are given in (Sakerin et al., 2018). The results of studies of the physical and chemical composition of atmospheric aerosol in the expedition conducted in the winter of 2015/2016 along the route of the Indian-Atlantic expedition are discussed (Sakerin et al., 2017a). In (Kopeikin et al., 2018) the variability of soot and submicron aerosol in the Moscow region in 2014–2016 is analyzed. The results of measuring the aerosol optical thickness of the atmosphere (AOT), regularities of its spatial and temporal variability in the polar regions and in the Asian part of Russia are presented in papers (Sakerin et al., 2015; Sakerin et al.,
The atmospheric aerosol properties have been studied at the Moscow State University Meteorological Observatory (Moscow MSU MO) within the framework of the AERONET program over the 2001–2014 period. Statistically significant negative trends in annual AOT for UV and mid-visible spectral range have been revealed both for average and 50% quantile values (Chubarova et al., 2016a). The outcome of the complex experiment on studying microphysical, chemical and optical properties of aerosol particles is discussed, the contribution of atmospheric aerosol to the Earth’s radiation budget is estimated (Matvienko et al., 2015).

A large number of studies are dedicated to developing the aerosol models and to evaluating the radiation effects of aerosol, large-scale smoke and dust removal into the atmosphere. Methods for the aerosol remote sensing and models for parameterizing the aerosol parameters have been constantly developed and improved. The effects of different aerosol climatologies in the COSMO mesoscale atmospheric model using long-term aerosol measurements and the accurate global solar irradiance observations at ground at the MSU MO (Russia) and Lindenberg Observatory (Germany) in clear sky conditions have been estimated. The differences are maximal during winter months (Chubarova et al., 2018a). The impact of brown carbon on the absorption spectra of the smoke aerosol and the aerosol in smog of megacities were analyzed (Gorchakov et al., 2016; 2017; 2017a).

Panchenko and Zhuravleva (2015) presented a brief overview of studies on the problems of retrieving the vertical profiles of microphysical and optical characteristics of tropospheric aerosols and their subsequent application in radiation calculations. A generalized empirical model of aerosol optical characteristics for the lower 5-kilometer atmospheric layer in the visible and near IR ranges for Western Siberia was created by Panchenko et al. (2018). In studies (Panchenko et al., 2016; Zhuravleva et al., 2018) model experiments have been carried out to estimate the radiation and temperature effects of aerosol and the dynamics of the vertical structure of solar radiation absorption in the background and smoky conditions of the Siberian atmosphere. It is shown that the deficit of daily values of total solar radiation at the underlying surface due to the appearance of an optically dense smoke layer, compared with background conditions is more than 13 MJ/m². Using the original Monte Carlo algorithm and OPAC models for typical summer conditions and smoke haze conditions of 2012 in the Siberian region, the direct radiation effects of background and smoke aerosol in the IR spectral region is estimated (Nasrtdinov et al., 2018).

The study of radiation effects of large-scale smoke on the territory of Northern Eurasia has been performed. The large-scale smoke pollution of the European territory of Russia (ETR) and adjoining areas in July 2017, caused by
long-range transport from forest-fire areas in Siberia has been characterized. The mass of the smoke aerosol and its radiation effects, including aerosol radiation forcing at the upper and lower atmospheric boundaries over ETR are estimated (Semoutnikova et al., 2018). The aerosol longwave radiative forcing of the atmosphere and heating rate of the near-surface aerosol layer are estimated for the extreme smoke conditions in the Moscow region in summer 2010 (Gorchakova et al., 2018). Based on the measurements at the AERONET station (Ilorin, Nigeria), quantitative estimates of radiation and temperature effects of dust aerosol during the intensive sand storm in the Sahara Desert from January 28 to February 6, 2000, are obtained (Gorchakova et al., 2015).

A series of studies on the transport of volcanic aerosol in the stratosphere after volcanic eruptions in the active volcanic period 2007–2011 has been completed based on data of the inter-regional lidar network of Siberia and the Far East (Cheremisin et al., 2017). The appearance of polar stratospheric clouds over Tomsk was recorded (Cheremisin et al., 2016).

**Remote Sensing of the Atmosphere**

At the Atmospheric Physics Department of SPbSU a variety of experimental and simulation studies of ozone and essential climate variables of the atmosphere have been constantly conducted, namely:

1. Ground-based investigations of ozone temporal variations using measurements in Peterhof (59.88°n, 29.83°e, 20 m above sea level) of direct solar infrared radiation spectra with a high spectral resolution (Fourier-spectrometer Bruker IFS 125HR). These studies are carried out for both the total ozone content and the ozone content in separate atmospheric layers (usually 4 layers).

2. Numerical simulation of spatial-temporal ozone variations using modern three-dimensional numerical models of atmospheric composition (together with Russian State Hydrometeorological University (RSHU)) and comparisons of experimental and modeled data.

3. The study of minor gas contents using ground-based Bruker IFS 125HR measurements in Peterhof. Such regular complex measurements of the total content of ~25 essential climate-affecting gases are carried out on the territory of the Russian Federation for the first time (Timofeev et al., 2016).

As a result:

– new information on elements of the ozone vertical distribution is obtained (Virolainen et al., 2015);

– temporal variations and trends in the content of various climate-affecting gases are analyzed (Cherepova et al., 2018; Polyakov et al., 2018; Timofeyev et al., 2016; Virolainen et al., 2015a; Wang et al., 2018; Rakitin et al., 2017, 2018; Vigouroux et al., 2018);
– the measurements of the contents of essential climate-affecting gases are compared with the results of numerical simulation (Virolainen et al., 2016, 2017, 2018; Timofeyev et al., 2017, 2018; Smyshlyaev et al., 2017; Shved et al., 2018);

– the intensity of emissions of a number of trace gases is determined (Makarova et al., 2018; Ionov and Poberovskii, 2017);

– the comparison of different remote methods for measuring the atmospheric gas composition is carried out and their errors are determined (Berezin et al., 2016, 2016a, 2017; Virolainen et al., 2016a, 2017a, 2017b; Ionov et al., 2017);

– methodical aspects of the interpretation of ground-based measurements are analyzed (Polyakov et al., 2015; Makarova et al., 2016; Virolainen, 2018; Ionov et al., 2015);

– satellite measurements by various instruments are validated (Berezin et al., 2016b).

The studies of NO2 content in Peterhof and St. Petersburg using DOAS methodology (Ionov et al., 2017a) and the ground-based MW sensing of the atmosphere (Kostsov, 2015; Kostsov et al., 2016, 2018; Bochkovsky et al., 2016) are continued.

Multiyear observational data (obtained at the mobile railroad laboratory in the course of the 1995–2010 TROICA experiments) on the composition and state of the atmosphere were used to study the features of both spatial and temporal variations in the contents of trace gases in the surface air layer over Russian cities (Elansky et al., 2016). The results of the 2002–2012 continuous once-a-minute measurements of the surface air composition over Moscow are discussed and reliable regularities in both diurnal and annual variations in the contents of the five trace gases O3, NO, NO2, CO, and SO2 are studied in detail by Elansky et al. (2015). The specific features in the long-term variations in the aerosol and black carbon surface concentrations, and carbon monoxide (CO) total column in 1992–2012 in Beijing and Moscow are discussed in (Golitsyn et al., 2015).

The results of sensing the atmospheric gas and aerosol composition with the Optik Tu-134 aircraft laboratory along the flight route Novosibirsk-Tomsk-Mirny-Yakutsk-Bratsk-Novosibirsk in the period from 31 July to 1 August 2012 are presented in (Antokhin et al., 2018). The maximal concentrations of CO2, CH4, and CO over fire zones are estimated.

New transportable microwave spectrometer-ozonemeter MOS-4 with increased sensitivity was put into regular operation at Lebedev Physical Institute (LPI) RAS. In 2014–2017 investigations of the night mesospheric ozone were successfully done with the instrument, and since March 2017 the MOS-4 was used for ground-based monitoring of the stratospheric ozone over Moscow.
(Rozanov et al., 2016, 2017). Ground-based microwave monitoring of the strato-
spheric ozone over Moscow was continued at LPI in cold seasons of 2014–
2015, 2015–2016, and 2016–2017 (the monitoring was started in 1996). No-
ticeable interannual differences in ozone variations closely connected with pe-
culiarities of dynamics and temperature of the stratosphere are discovered (Sol-
omonov et al., 2017). Positive and negative anomalies in contents of ozone and 
nitrogen dioxide in the stratosphere of the Northern hemisphere in winter-
spring months of 2010 and 2011 were studied in cooperation with IAP RAS 
(Gruzdev et al., 2016, 2017).

**Interpretation of Satellite Measurements**

Studies in a wide range of modern problems of remote (satellite) sensing of 
the atmosphere and the underlying surface are conducted by specialists of the 
Ministry of Education, Roshydromet, Russian Academy of Science, Roscosmos 
and cover the following areas:

- satellite instruments, calibration and validation of satellite data and inform-
  ation products;
- retrieval of the characteristics of the atmosphere and the underlying sur-
  face from satellite measurements in different spectral ranges;
- use of satellite measurement data and information products to study vari-
  ous processes and phenomena in the atmosphere, ocean and land.

Most of the developments are focused on the analysis and use of informa-
tion from existing and future meteorological satellites and earth observation 
satellites (domestic and foreign). The launch of the new polar-orbital and geo-
stationary meteorological satellites of Meteor-M, Electro-L series (Meteor-M 
No. 2 – 2014, Electro-L No. 2 – 2015) led to the restoration of the Russian 
group of hydrometeorological satellites (Asmus et al., 2017). The inclusion the 
hyperspectral infrared atmospheric sounder IKFS-2, the microwave scan-
ner/atmospheric sounder MTVZA-GY, as well as multi-channel scanning im-
ger-radiometers MSU-MR, MSU-GS in the payload of these satellites stimu-
lated the development of works on atmospheric remote sensing in Russian 
scientific organizations. Studies on the calibration and validation of satellite 
data and information products, as well as on the use of satellite sensing results 
in various applications, have been intensified.

Considerable attention was paid to the calibration (intercalibration) of the 
satellite instruments listed above, as well as to the validation of satellite mea-
surements. The papers (Uspensky et al., 2017, 2017a) describe the method of 
e external (absolute) calibration and validation of the measurement data of the 
microwave scanner/sounder MTVZA-GY, as well as the results of the method 
application to the data in atmospheric sensing channels. The improved method
of the external calibration of MTVZA-GY data in atmospheric sensing channels and the correction of displacements (which is necessary for effective assimilation of satellite measurement data in numerical weather forecast schemes) is considered in (Gayfulin et al., 2018, 2018a).

The paper (Polyakov et al., 2017) is devoted to the IKFS-2 description and gives the results of flight tests confirming the performance of the equipment and achievement of the specified technical characteristics (spectral resolution, sensitivity, level of radiometric calibration error). Error estimates and control of the IKFS-2 radiometric calibration are performed by the comparison with the SEVIRI/Meteosat measurement data (Zavelevich et al., 2018).

The method and results of inter-calibration of MSU-MR and AVHRR/NOAA short-wave channels are discussed in (Filei et al., 2018). In (Kiseleva et al., 2016), the inter-calibration of IR channels of the MSU-GS radiometer-imager and the AIRS/EOS-Aqua IR probe is considered. An improved procedure for the inter-calibration of IR channels of MSU-GS and SEVIRI/Meteosat is presented by Rublev et al. (2018). This procedure can be used to inter-calibrate IR channels of radiometer-imagers installed on adjacent geostationary weather satellites. Results of intercalibration of short-wave channels of MSU-GS and VIIRS/SNP° are discussed in (Filei et al., 2018a).

Studies directed to developing the methods for the interpretation and use of data from Meteor-M and Electro-L satellites are continued at the SRB “Planeta” and SPbSU. A number of works are dedicated to the analysis of data and results of IKFS-2 operation. The description of the method and technology for obtaining the remote temperature sensing data from IKFS-2 measurements, as well as the validation of the results are given in (Asmus et al., 2017a; Polyakov et al., 2017, 2018a). The validation of measurements of vertical temperature profiles by the IRFS-2 was based on the comparison with data of aerological sounding and NCEP GFS analysis. In the procedure of retrieving the temperature sounding data, the software for fast radiative calculations developed for modeling the IKFS-2 data was used (Rusin et al., 2015).

A new technique for retrieving the total ozone from IKFS-2 measurements was developed and validated by the comparison with independent satellite and ground-based data. Regular monitoring of the ozonesphere made it possible to detect and study the ozone mini-hole in the subarctic regions of Siberia in the winter of 2016 (Garkusha et al., 2017, 2018). The new method allowed to study in detail the temporal variations of ozone content during the formation of ozone mini-holes over the territory of Russia and to determine the main mechanisms of their formation in the winter and spring of 2015–2016 using the numerical simulation (Timofeyev et al., 2018).
The development of methods and technologies for automatic classification of measurement data from scanning radiometers-imagers onboard polar-orbital and geostationary meteorological satellites to determine the parameters of cloudiness and precipitation is continued in SRB “Planeta” (Volkova and Uspensky, 2016; Volkova, 2018). In (Volkova, 2017) for the first time IAS-MR data from “Meteor-M” № 2 (along with AVHRR, SEVIRI data) were used for these purposes.

A number of papers are dedicated to the satellite monitoring of the atmosphere and the comparison of satellite measurements with ground-based observations. The results of the space monitoring of natural fires during the period 2010–2014 to estimate the areas destroyed by fire, volumes of the emissions of greenhouse gases, and fine particulate aerosols over the entire territory of Russia and its individual regions are presented in (Bondur and Ginzburg, 2016). Russkova and Zenkova (2018a) estimated the spatial and temporal variability of the NO₂ content in the troposphere of Western Siberia using data of OMI spectrometer located on the Aura satellite. The overview of Zabolotskikh (2017), papers (Zabolotskikh and Chapron, 2016, 2017; Reul et al., 2017) are dedicated to contemporary methods for retrieving the integrated atmospheric characteristics using satellite passive microwave monitoring. In the paper (Rakitin et al., 2015) a significant amount of satellite and ground-based data on the CO, CO₂, and CH₄ total contents for 2010–2013 was collected, classified, and analyzed. Transition relations between satellite and ground-based data on the content of the impurities at different measuring sites (NDACC/ GAW and OIAP RAS stations) with different spatial and temporal resolutions have been found. In the paper (Rokotyan et al., 2015) a series of relative CO₂ and CH₄ concentrations in the atmospheric column retrieved from ground-based high-resolution Fourier-transform measurements of atmospheric transmittance in the near infrared range (4000–10 000 cm⁻¹) recorded at the Ural Atmospheric Station in 2012–2013 is compared with GOSAT measurements. In (Korshunov and Zubachev, 2018; Zubachev et al., 2018) results of lidar measurements of altitude profiles of ozone concentration over Obninsk during period 2012–2016 at the 12–35 km altitude range are presented. Measurement data are compared with the Aura MLS/OMI satellite measurements and ground-based measurements of total ozone by Brewer spectrophotometer. Comparison of ground and satellite monitoring of aerosol optical thickness of the atmosphere in Russia is performed in (Plakhina et al., 2018).

At Scientific and Production Association (SPA) “Typhoon” ground-based and satellite observations were used to analyse the spatial and temporal variability of total ozone and a number of meteorological parameters of the lower and middle atmosphere. Phase relations between time series were investigated by spectral, cross-wavelet and composite analysis. In general, the comparison of phase ratios has shown that variations in the total ozone content and atmos-
Atmospheric parameters are characterized by shorter period variability than variations in solar activity (Visheratin et al., 2017; Visheratin, 2016, 2017; Visheratin and Kalashnik, 2018). The spatial and temporal variability of the main characteristics of jet streams of the upper troposphere of the Northern and Southern hemispheres, their relationship with climatic parameters and large-scale atmospheric phenomena were studied using measurements of European geostationary meteorological satellites for the ten-year period of 2007–2016 (Kalashnik et al., 2017; Nerushev et al., 2018).

Data from Russian and foreign satellites (SEVIRI/Meteosat, AVHRR/NOAA, ASCAT/Metop) are also applied to retrieving the parameters of the underlying surface and to comparing the results with independent measurements. The use of ASCAT/Metop scatterometer data for monitoring the near-surface soil moisture is discussed in (Bykov et al., 2017). Improved methods and algorithms for assessing the soil temperature and emissivity and air temperature at the surface of the vegetation cover based on AVHRR/NOAA, SEVIRI/Meteosat data are proposed in (Volkova and Uspensky, 2016a). Validation of the results of satellite monitoring of land surface temperature is considered in (Uspenskii et al., 2015). Results of monitoring the arable land in Russia using multiyear time series of MODIS data and the LAGMA classification technique are presented in (Bartalev et al., 2016). A number of papers are dedicated to the results of satellite monitoring of snow and ice cover characteristics (Bukharov, 2015, 2016, 2017; Tikhonov et al., 2016; Raev et al., 2015; Mitnik et al., 2016; Zabolotskikh et al., 2016).

The joint studies on the use of remote sensing data on the characteristics of the underlying surface in modeling the components of water and heat balances continued at Water Problems Institute of RAS and SRB “Planeta”. The method has been developed to evaluate water and heat balance components for vegetation covered area of regional scale based on the refined physical-mathematical model of vertical water and heat exchange between land surface and atmosphere (Land Surface Model, LSM) for vegetation season adapted to satellite information on land surface and meteorological conditions (Muzylev et al., 2018).

One of the most important fields of application of data of IR and microwave sounders (IKFS-2, MTVZA-GY) is their assimilation in the schemes of numerical weather forecast. The results of the use of MTVZA-GY measurements (in six temperature-sensitive channels) in the data assimilation system of the Russian Hydrometeorological Center are presented in (Gayfulin et al., 2017). It is demonstrated that the assimilation of these data significantly improves the accuracy of short-range weather forecasts in the Southern Hemisphere. The effect of the use of MTVZA-GY data in the Northern Hemisphere is neutral.
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This review presents information about Russian studies of climate and its changes (published in 2015–2019). Significant part of key results of climate change studies with analysis of impacts for Russia during last years is given in [1–264]. Previous similar review was published in [1, 2]. Annual reviews of key climatic regional features in Russia are published every year with a regular information on climate studies in the bulletin “Climate Change” (http://meteorf.ru).

Climate and its changes from observations, reanalyses and paleoreconstructions

Results of climate studies based on observations, reanalyses data and paleoreconstructions are presented in [1–120]. Significant climate changes associated with strong weather-climate anomalies have been noted during last years in various regions. In Russia, as a northern country, the warming is much faster than for the Earth as a whole. In recent decades, the rate of the surface warming in Russia in general was twice and half higher than for the globe. In some regions it was several times larger. According to Roshydromet data (http://www.meteorf.ru) the trend of the annual-mean surface air temperature for Russia as a whole for the period 1976–2018 was equal to 0.47°C/(10 years). Such a rapid warming in Russia is accompanied by considerable interannual variability. The obtained linear trend is associated with 50% of the variance of surface air temperature for Russia as a whole.

An important area of research is related with extreme climate events and their changes [3–6, 13, 14, 20, 34–37, 40, 44, 45, 51–53, 63, 64, 67, 94–104, 110]. Recent decades are characterized by significant climate changes that are noticeably manifested in the frequency and intensity of extreme regional events. On the background of general warming, an increase in climate variability is observed. In 2012–2017 the number of anomalous meteorological phenomena in Russian regions was almost three times higher than that in 1998–2002, and in 2017 there were almost 4 times more of those than in 2000 (http://www.meteorf.ru/). The highest frequency of extreme events (especially those related to hydrological processes) is observed during the warmer months
of the year. By examining extreme events of recent decades, it can be assumed that the risk of extreme regional conditions similar to those observed in spring 2017 and 2018 in Moscow region with squalls of wind with storm and hurricane strength, is significant for the Russian regions. It should be noted, that the dangerous phenomena over the past two decades have been more intense and destructive than before.

Strongest climate anomalies and changes have been noted in Arctic and subarctic regions, which are characterized by high variability and sensitivity to various natural and anthropogenic forcings [21–32, 56, 60–62, 81, 82, 88–91, 106]. Regional increase in the surface temperature is accompanied by fast reduction of sea ice and significant changes of snow cover. In the Arctic regions, changes in the carbon cycle, including the methane cycle, associated with climate changes, are of special importance [9, 10, 81, 82, 89, 90]. New geophysical features (craters in permafrost) have been noted during last five years as a response to significant warming of north regions in the cryolithozone [32, 60, 61] (see also [121–123]). Such features can be indicators of critical changes for the regional stability of contemporary permafrost and methane hydrates [121–123].

Significant risks for the population and the environment associated with modern climate changes are caused by an increase in the frequency and intensity of extreme weather and climate events (http://www.meteorf.ru/), including those of convective nature: showers, thunderstorms, squalls, and tornadoes. There is a weakening of the static stability of the troposphere above midlatitude lands of the Northern Hemisphere, which can lead to intensification of convective processes. In particular, convective cloud cover and repeated rainfall have been observed in the regions of Northern Eurasia. The strongest regional climate anomalies are related to the long-term (up to a month or more) blockings in the troposphere of middle latitudes [35, 36]. The anomalous 2010 summer heat wave in the European part of Russia, record 2013 Amur flood, and cold winters during last decades in Eurasia and North America are associated with atmospheric blockings.

Significant contribution to regional and global-scale climate variations is associated with various cyclic and quasi-cyclic processes in the Earth climate system on different temporal scales. Noticeable contribution is associated with quasi-cyclic processes and phenomena like Quasi-Biennial Oscillation (QBO), the El-Niño / Southern Oscillation (ENSO), the Atlantic Equatorial Mode (AEM), the North Atlantic Oscillation (NAO), the Arctic Oscillation (AO), the Atlantic Multidecadal Oscillation (AMO), the Pacific Decadal Oscillation (PDO) and others [11, 14, 41, 42, 44, 52, 53, 72–77, 109, 116–118]. Climate effects of solar variability (of the 11-year solar cycle, in particular) are estimated in [48, 54, 119].
Analysis of historical data and paleoreconstructions advance our understanding of the role of different climatic mechanisms [38, 39, 56–58, 69, 107, 108, 111, 114].

The climatic anomalies of recent years testify not only to an increase in the risk of extreme regional events, but also to the manifestation of new phenomena that characterize reaching a certain critical level of the changes taking place. For example, in recent years, the formation of craters on Yamal (for the first time in 2014) and adjacent regions [32, 60, 61] has been revealed (see also [121–123]).

**Climate theory and climate system modeling**

Different topics of climate theory and climate system modeling are considered in [6, 7, 11, 14, 120–201]. Models of different complexity from conceptual models to the most detailed coupled models of general circulation (global and regional) are used for simulations of the global climate system and its changes. The development of climate model is associated with the more detailed spatio-temporal model resolution, taking into account new subsystems, additional phenomena and climate processes, more adequate simulations of interaction between different components of the climate system. New estimates of climatic effects have been obtained with the use of new parameterizations and specially developed algorithms for description of comprehensive climate processes. Significant development is associated with the Earth system models as an extension of the concept of climate models [1, 2, 7]. Earth system models include, in particular, interaction with the natural carbon cycle.

Results of simulations with 3D chemical transport model in [147] for the situation in European Russia during the 2010 Russian heat wave with wildfires show that the intensity of formation of secondary organicaerosols in smoke plumes caused by vegetation and peat fires under real conditions can significantly depend on the aerosol optical thickness. The aerosol optical thickness determines the photodissociation rate and hydroxyl radical concentration, which in turn determines the rate of secondary organic aerosols generation as a result of oxidation of semi-volatile organic compounds. These results indicate that it is important to allow for this effect in studies focused on the analysis and prediction of air pollution due to wildfires, as well as climate and weather studies, whose results may depend on the assumptions about the content and properties of atmospheric carbon-containing aerosol (see also [148]).

In [181] simulations of current climate have been carried out with the use MGO regional model (with horizontal resolution 25 km) for extended region, including significant part of the Northern Eurasia and part of the Arctic. This
model version is planned to be used for ensemble climate change simulations with the IPCC scenarios.

Climate and Earth system models development requires an adequate simulation of processes in different atmospheric layers, including the upper atmosphere layers and their interaction with processes in the lower atmosphere. In particular, it is necessary to simulate adequately processes in the ionosphere [150–152]. New INM RAS atmospheric general circulation model, which includes troposphere, stratosphere, mesosphere, and the lower thermosphere, as well as the lower ionospheric regions (INMAIM) is resented in [152]. A new general circulation model is based on the atmospheric part of the INM climatic model INMCM with the addinion of the middle atmosphere and lower ionosphere description up to 130 km altitudes. A new algorithm for radiative processes simulations is used. For the lower ionosphere a plasma chemistry model was developed.

Causal climatic relationships are discussed in [166, 167] (see also [76, 77, 112]). Simulations with climate models of different complexity show that the phase shift between changes in global air surface temperature and atmospheric CO₂ content in general does not characterize causal relationships in the earth system [166, 167]. In particular, the sign of this shift depends on the time scale of the non-greenhouse radiative forcing.

For adequate interpretation of paleoreconstructions with the use of long-term climate simulations it is necessary to develop corresponding ice sheet models [2, 7, 171–173, 185]. Simple model of the global climate system using scaled equations of ice-sheet thermodynamics to combine them with a linear equation describing changes in climate temperature was presented in [185]. This model is a nonlinear dynamical system incorporating three variables: area of glaciation, ice-sheet basal temperature, and characteristic temperature of outside-of-glacier climate. When it is astronomically forced, depending on the values of the parameters involved, the system is capable of producing different modes of rhythmicity, some of which are consistent with paleoclimate records of the early and late Pleistocene.

Significant topic is related with modeling of potential effects of methane hydrates associated with climate warming and permafrost degradation [121–124, 136]. In [121–123], the formation of craters on Yamal and adjacent regions was associated with the decomposition of shallow-bed methane hydrates with gas emissions into the atmosphere in regions of permafrost with ongoing warming. According to model simulations under [121–123], the formation of shallow methane hydrates was possible high pressure of the ice sheet existing in the marked regions tens of thousands years ago. The fact that craters like the one in Yamal are currently being formed suggests that modern climate warming
can be not only comparable to the warming of the Holocene optimum about 6 thousand years ago, but also surpass it, at least at the regional scale. Assessments of crater formation in North America regions were also made in [121].

Russian climate models, parameterizations and algorithms are used in different international programs, initiatives and projects, including international comparisons of climate models and their blocks: CMIP6, CORDEX (Arc-CORDEX), NEFI, FAMOS, IMILAST, ISIMIP, PEEX and others.

Global and regional climate change simulations with assessment of natural and anthropogenic contribution

Global and regional climate change simulations with an assessment of natural and anthropogenic contribution, in particular for Russian regions, are presented in [197–219].

Very rapid climate changes, especially sea ice extent changes, are observed and simulated in arctic and subarctic regions. In particular, projections for the surface air temperature in the Arctic through the 21st century using an ensemble of CMIP5 climate models are analyzed in [208]. The projections are presented for 3 scenarios of radiative forcing: RCP2.6, RCP4.5 and RCP8.5. A comparison is undertaken with CMIP3 projections under SRES scenarios.

Climate models project further general decrease of the Arctic sea ice extent in the 21st century. According to model projections the navigation in the Arctic Ocean should be more accessible. The best models are able to adequately reproduce not only regional features of climatic regimes, but also their current variability and trends [162]. This is evidenced, in particular, in the results of model estimates of changes in the navigation period for the Northern Sea Route obtained in [210–213] compared with the satellite data for the last decades. Moreover, according to the obtained model estimates considering general warming and an increase in the navigation period on the Northern Sea Route in the 21st century, with sufficiently large interannual variability in the coming decades in the first half of the century, one can expect weakening of the growth trend of the navigation period duration and even local manifestations of its decrease.

Characteristics of cyclones (frequency, intensity and size) and their changes in the Arctic region in a warmer climate have been analyzed with the use of the HIRHAM regional climate model simulations with SRES-A1B anthropogenic scenario for the twenty first century [202]. The focus was on cyclones for the warm and cold seasons. Potential future changes in cyclone characteristics at the end of the twenty first century have been analyzed. According to the model simulations, the frequency of cyclones is increasing in warm seasons and de-
creasing in cold seasons for a warmer climate in the twenty first century, but these changes are statistically insignificant. Noticeable changes were detected for the intensity and size of cyclones for the both seasons. Significant increase was found for the frequency of weak cyclones during cold season. Further, a general increase in the frequency of small cyclones was simulated in cold seasons, while its frequency decreases in warm seasons.

An increase in the risk of tornadogenesis under general warming can be expected. Due to the intensification of convective processes, a tendency for the growth of convective clouds, in particular for Northern Eurasia, and for the frequency of rainfall is noted. In [203], the estimates of the tornado risk growth in the North Eurasian regions based on reanalysis data for the last decades were obtained. Appropriate estimates were obtained for possible climate changes in the 21st century from simulations with the ensemble of global climate models [203]. The increase in the frequency of conditions contributing to the tornadogenesis in the North Eurasian regions is revealed. The most significant increase was obtained for the Far East and the Black Sea region. Extremely high sea surface temperatures [161] contribute to the formation of powerful convective processes with extreme precipitation. For instance, the record flooding in the Amur River basin in 2013 was associated with the extremely high surface temperature of the Pacific Ocean.

Estimates of changes in the blocking characteristics (including the amount, duration, and frequency) in different regions of the Northern Hemisphere from model simulations of possible climate changes are presented in [214]. The results of analysis of distribution functions and their variations for characteristics of atmospheric blockings in the European–Atlantic region including the European part of Russia are presented in detail. The analysis is based on simulations with different climate models under various RCP scenarios of anthropogenic forcings for the 21st century.

Model estimates of regional hydrological changes under global warming are presented in [204, 206, 215, 216, 218, 219]. Detailed estimates of future changes in the hydrological extremes across river network on the interval 1990–1999 to 2050–2059 of northern Eurasia using a high-resolution system of regional atmospheric and hydrological models were obtained in [219]. Modeling ensemble consisted of 30 members differing in the atmospheric initial and ocean boundary conditions. Large ensemble size, along with reasonably high modeling resolution, allows one to efficiently sample natural climate variability and increase our ability to predict future changes in the hydrological extremes. It has been shown that the annual maximum river discharge can almost double by the mid-XXI century in the outlets of major Siberian rivers. In the western regions, there is a weak signal in the river discharge and flood hazard, hardly discernible above climate variability. A contribution of natural climate variabil-
Climate change impacts and problems of adaptation and mitigation

Different problems associated with the impacts of climate changes and with the problems of adaptation and mitigation taking into account current tendencies in the world economy and power engineering are analyzed in [1–5, 8, 10, 12, 13, 15, 220–264]. In particular, the problems related to the optimal adaptation of the Russian economy to hazardous effects of climate changes and hydrometeorological security are discussed.

In Russia, bases for the adaptation of natural and socio-economic systems are formed and developed both as part of international agreements and protocols (in particular, in the context of the UN Framework Convention on Climate Change, the Paris Agreement, the UN Convention to Combat Desertification, the UN Convention on Biological Diversity, The Sustainable Development Goals for the period up to 2030), and within the framework of national strategic programs (in particular, in the framework of the Climate Doctrine of the Russian Federation, the Comprehensive Plan for implementation; environmental strategies bezopasnostina period up to 2025, etc.) [3, 8, 235, 252]). The system of climate and environmental pollution monitoring in Russia and specific indicators to assess the effectiveness of adaptation measures are discussed in [252]. In [8], projected scenarios of climate change and their impact on agriculture and forestry are analyzed. An assessment is made of current trends and risks of degradation of soil and land resources of Russia, possible mechanisms and means of regulating carbon balance in agriculture and forestry, as well as measures for adaptation of farming and forest management systems and technologies to climate changes.

Inter-disciplinary studies socio-economic, demographic and ecological and climatic problems in megapolises are discussed in [15]. Special attention is paid to the climate of megacities, bioclimatic indicators, heat and cold waves, risk minimization and adaptation (see also [12]). The pronounced negative effect on human health have heat waves [3]. Problems of the Russian population health in conditions of changing climate are considered also in [250, 251, 253, 254].

The key point of the widely debated problem of global warming is the question of maximum permissible changes. It is necessary to develop objective criteria for estimating both global and regional climate changes and permissible
risks [2–5]. The global targets of the 2°C and 1.5°C global warming above the pre-industrial level in the connection with the corresponding IPCC Report [4] are considered in [5]. According to [4] the warming excess of 1.5°C leads to significant negative consequences for natural and socio-economic systems. The corresponding restrictions are associated with significant investments. Estimates of maximum permissible risks, in particular for Russia, are discussed in [3].

Different topics of the problem of the climate change mitigation are discussed in [221–223, 258–261]. In particular, a long-term projections of the costs and effects associated with the implementation of additional energy efficiency policies in Russian buildings are considered in [223]. According to [223], more than a third part of primary energy consumption is associated with buildings in Russia, and with this is associated significant potential for energy conservation. Ten different policy scenarios for improving energy efficiency are considered with a conclusion that it is possible to reduce the fossil fuel consumption of buildings by more than half, while doubling their area and size by 2050. Additional benefits are considered, such as reduced greenhouse gas emissions and air pollution, employment growth, improved living conditions, and reduced costs for both residents and the public sector. The costs and economic effects of the energy efficiency measures and policies are assessed, and it is shown that Russia’s new growth model must focus on making the economy more efficient, including more energy efficient.

Problems of climate stabilization by using geoengineering methods are considered in [258–261] with the analysis of model simulations with aerosol injections in the stratosphere.

In [220] results of ClimPACT application for impact analysis of changing climate conditions on thermal and nuclear power plants operation in different Russian regions are discussed. Statistical software ClimPACT ClimPACT was developed by WMO CCI Expert Team on climate risk and sector-specific climate indices. It was concluded that the obtained results can be used in the context of climate risk management in the energy sector (see also [243]).

An adequate consideration for the carbon balance of Russian boreal forests, wetlands and other terrestrial ecosystems is necessary for a more detailed and comprehensive analysis with quantitative estimates of the carbon cycle influence in the Earth’s climate system [2]. Such quantitative estimates for different time horizons are necessary for adequate projections in relation to the Paris Agreement (an agreement within the United Nations Framework Convention on Climate Change, dealing with greenhouse-gas-emissions mitigation, adaptation, and finance). In connection with the Paris Agreement, a national climate change adaptation plan is developed.

As a whole, the necessity of change of many criteria of risk assessments and potential benefits associated with climate change should be considered, and
possible changes and their consequences should be strategically evaluated, including taking into account the increased probability of extreme regional conditions.

References


29. Alekseev G.V., Radionov V.F., Smolyanitsky V.M., Filchuk K.V. Results and prospects of the climate studies and climate service in the Arctic. Arctic and Antarctic Research, 2018, 64 (3), 262–269. (in Russian)


84. Popova V.V., Shiryaeva A.V., Morozova P.A. Changes in the snow depth characteristics in the territory of Russia in 1950–2013: The regional features and connection with the global warming. Kriosfera Zemli, 2018, 22 (4), 65–75. (in Russian)


260. Surkova G.V., Krylov A.A. Changes in the hydrothermal climatic resources of the Arctic against the background of the warming of the 21st century. Arctic and Antarctic, 2017, 1, 47–61. (in Russian)
Clouds and Precipitation

N.A. Bezrukova¹, A.V. Chernokulsky²

¹ Central Aerological Observatory
bezrukova@cao-rhms.ru

² A.M. Obukhov Institute of Atmospheric Physics RAS
a.chernokulsky@ifaran.ru

Cloud physics. General cloud characteristics

Observation and investigation of different cloud types by different methods. Climatological issues of clouds and precipitation

The year 2017 marked a centenary of the first Russian atlas of clouds [1]. The Atlas was compiled by V.V. Kuznetsov and published at the then Main Physical Observatory (Main Geophysical Observatory at present). It included 50 color photos of basic cloud types, with 3 of them taken from a balloon, which was then quite an achievement. The explanatory text was accompanied by a morphological classification of clouds that included 5 classes (upper, middle, low, and daytime updraft clouds, and elevated fog). This atlas largely contributed to the knowledge of clouds and their morphological classification. It was of great use to observation activities. Later, the atlas was republished several times.

Clouds play an important role in climate formation and, at the same time, are an uncertainty factor in the current theoretical and numerical models. The main reason for that is the complicity of cloud cover formation. The way clouds form, develop, and turn into thunderstorm clouds with hail, lightning is a kind of mystery that has remained unraveled for centuries. That is why popular science publications devoted to this enigma attract public attention. Increasingly more people become interested in the problem of climate change and processes in the atmosphere and clouds. Scientists, in their turn, strive to supply curious readers with most complete state-of-the-art information [2–3].

The general global estimates of the characteristics of clouds, which play a significant, but still insufficiently appreciated role in the formation of climate and tendencies of its changing, are also of interest to other fields of knowledge. Particularly, the studies [4–16] focus on cloud climatology and variability at global and regional scales.

A theoretical three-parameter bounded distribution for characterizing the probability density distributions of fractional total and low cloud cover over the global oceans is suggested [4]. Both a continuous form of this distribution and its discrete counterpart were derived, which can be directly applied to cloud
cover reports. The distribution is applied to the cloud cover characteristics for the period 1950–2011, reported by voluntary observing ships, after filtering nighttime observations with poor lunar illumination. The suggested distribution demonstrates a high goodness of fit to the data and good skill in capturing probability distributions with different shapes. Seasonal climatologies of the distribution parameters are presented.

Climatologies of daytime and nighttime cloudiness based on various satellite data (AIRS-LMD, CERES, MODIS, CALIPSO-GOCCP, PATMOS-x) and surface observations are analyzed and compared [5] for the period 2003–2006. It was found that day-time cloudiness prevails over land and over the entire Northern Hemisphere, while night-time cloudiness prevails over the ocean and over the Southern Hemisphere. Moreover, the difference between cloudiness over land and over the ocean (and, consequently, over both hemispheres) is higher in the nighttime. A disagreement among the data is noted over the vast equatorial and high-mountain regions in Eurasia, Africa, South America, Australia, North Pacific and North Atlantic. It was shown that the time of observations can affect the estimate of total cloudiness. Though, only day-time measurements lead to overestimation of cloudiness over land and underestimation over the ocean.

In [6–8], a vertical structure of the cloud field is evaluated. In [6], the cloud overlap parameter $\alpha$ was estimated, using remote sensing data. This parameter is a measure of the relative weight of maximum ($\alpha = 1$) and random ($\alpha = 0$) overlap, and can be used to diagnose the relative contribution of convective and stratiform cloudiness to the total cloud fraction. The parameter was calculated given MODIS and CERES data for the total cloud fraction and CALIPSO data for the vertical structure for 2007–2010 years. The global annual mean $\alpha$ is 0.36 (for CERES) and 0.26 (for MODIS), which points to the dominance of a random overlap. A maximum cloud overlap occurs in subtropical highs over the ocean and in subtropical and polar deserts over land. A random cloud overlap occurs in regions with large values of cloud fraction (e.g., ITCZ and midlatitude storm tracks). Midlatitude oceanic lows are characterized by negative values of $\alpha$, mostly in summer. Presumably, an assumption of a minimum overlap of cloud layers should be used in these regions due to the strong baroclinic instability and horizontal shift of cloud layers.

During the period reported, the relevant studies were fulfilled [7] long-term estimates of the characteristics of vertical cloud layer distribution were obtained, which were calculated from atmospheric radio sounding measurements of humidity and temperature [7]. Using the global upper-air dataset CARDS (Comprehensive Aerological Reference Dataset) for the period 1964–1998 for Russia, calculated were estimates for the parameters of temperature – humidity
stratification of the atmosphere from the ground up to 10 km revealing cloud layers and cloudless ones between them. It was shown that such stratification is characteristic of the 0-10 km layer considered. The average total thickness of all the cloud layers changes between 1200 and 3100 m. Separate cloud layers are 2-5 times as thin as cloudless ones, which is equally true of a 6-km and 1-km layer. The conclusions obtained, on the whole, confirm the previous estimates based on the data of 1957–1963 aircraft soundings (by L.S. Dubrovina, 1982). To specify the characteristic features of atmospheric stratification in space and time, geographic distributions of the mean values and root-mean-square deviations from the above parameters in January and July for a long-term period were constructed, and the amplitude of their changes was determined. The same authors did a similar work for the period 1964–2014 [8]. To specify the peculiarities of atmospheric stratification in space and time into cloud layers and cloudless ones between the clouds, mean monthly, seasonal, and annual values of the number of cloud layers as well as their root-mean-square deviations were calculated, and the amplitude of their changes determined.

The studies [9–16] are devoted to estimates of a regional climatology of cloudiness (total, low, different morphological types). Cloud changes over Moscow Region [12] and Siberian regions [13–16] are thoroughly evaluated.

In [9], for the first time, a long-term climatology of cloudiness is presented for the Norwegian, Barents, and Kara Seas (NBK), based on visual surface observations from the end of the 19th century. A decrease of total cloud cover in the middle of the twentieth century and an increase in the last few decades were found at individual stations and for the NBK as a whole. In most cases, these changes are statistically significant, with the magnitudes exceeding the data uncertainty. The most pronounced trends are observed in autumn, when the largest changes in the sea ice concentration (SIC) occur. A significant long-term negative correlation between the cloud cover and SIC is revealed. An overall increase in the frequency of broken and scattered cloud conditions and a decrease in the frequency of overcast and cloudless conditions are found over open-water areas. These changes are statistically significant and likely to be connected with the long-term changes of the morphological types (an increase of convective and a decrease of stratiform cloud amounts).

In [10], the climatology of the total cloud cover over the Black, Caspian, and Aral Seas is evaluated based on surface and satellite observations as well as data from reanalysis. The differences among datasets are discussed and evaluated. Long-term means and trends are established for surface observations. Particularly, a statistically significant positive trend is revealed for autumn. Opposite findings are obtained for the Black Sea, based on 1985–2009 satellite data for the area[11]. Specifically, a decrease of cloud amount is record-
Additionally, the authors of the paper [11] found strongly pronounced four-year cycles and variations in antiphase with sea surface temperature.

Besides solving direct problems of atmospheric optics, of great importance is solving its inverse problems that would permit deriving atmospheric characteristics from instrumental measurements of standard meteorological parameters. Different forms and types of clouds have both specific and common features as concerns their optical thickness. Using the features such as “transparent – semitransparent – opaque”, each cloud type can be described by its own specific influence on the intensity of solar radiation incident on the earth surface. The paper [17] proposes an approach to parameterization of cloud forms and types based on the analysis of their influence on the values of direct and scattered radiation.

Paper [18] based on radio sounding data discusses the main laws of space-time distribution of the total atmospheric moisture content over the territory of Eastern Siberia, depending on the season as well as on physiographic and circulation conditions. Estimates of the total moisture content in the atmosphere are obtained using the data of a large number of stations for a long observation period (10 years), up to 30 km, with high vertical resolution in the atmospheric boundary layer.

The GPS system using networks of dual-frequency receivers is largely employed during the last years in solving problems of sounding the ionosphere and troposphere. Of special interest is the estimation of atmospheric moisture content, which is important for the improvement of weather forecasts. The integral moisture content of the atmosphere is also analyzed in [19] using measurements of a phase delay of signals from the GPS satellites. Demonstrated are the results of the method operation, using the data of the North American network of the GPS receivers SOPAC. The accuracy of the method operation is assessed by comparing the obtained results with the data from the global and regional re-analyses.

The worsening of the weather and lowering of the lower cloud boundary affect the characteristics of a horizontal visibility range and vertical visibility. Estimation of the occurrence of such conditions is especially important for defining climatic conditions at airports. Such estimation was carried out [20] based on the data from 41 airports in the Asian part of Russia and the neighboring countries were calculated from the data of airport observations for the period 2001–2014. Mean annual, seasonal and monthly distributions of the occurrences of different visibility values, as well as those depending on weather characteristics, were obtained for ≤ 300 m and ≤ 800 m. The above results were obtained for the territory considered for the first time ever. Datasets of airport observations for 2001–2014 were used. Low visibility at airports over the terri-
tory concerned is quite a rare phenomenon which continues for no longer than 2 hours in 60–90% of all cases. Generally, meteorological visibility range in \( \leq 50 \) m and 50–100 m gradations is associated with the lower cloud boundary height \( < 90 \) m. However, even with these gradations of the lower cloud boundary height, the frequency of low meteorological visibility does not appear high. For most airports, threshold relative humidity values can be indicated; a decreased visibility never occurs at relative humidity values below this threshold. Thus, for meteorological visibility range \( \leq 300 \) m, threshold values are most often 70–80%. In more than 50% of all cases, a decreased visibility is associated with still conditions, low winds of varying directions, or wind speeds of 2–6 m/s.

The studies described in [21–60] focus on precipitation climatology and variability as well on the causes of the variability and changes observed.

In [21–23], a probability distribution for extreme precipitation is proposed. An asymptotic model is proposed for distributing a maximal daily rainfall rate during wet periods given a negative binomial distribution of the duration of wet periods. The model has the form of a combination of Frechet distributions and coincides with the distribution of a positive degree of a random variable having Fisher–Snedecor distribution. Several methods are proposed for the estimation of the distribution parameters. The results of fitting this distribution to real data are presented, illustrating a high validity of the proposed model.

The variability of precipitation and evaporation over the ocean is estimated based on satellite data for the period 1988–2008 [24]. Moisture-exchange components for the entire World Ocean and for the North Atlantic Ocean within 30–60° N are calculated. Systematic errors in moisture-exchange components are revealed.

A method for discriminating among different types of precipitation is presented [25]. The method is based on surface observations of precipitation, the present and past weather, and morphological cloud types. The climatology of showery, non-showery, and drizzle precipitation in northern Eurasia is studied using the data of 529 Russian weather stations for the period 1966–2014. It is shown that showery precipitation prevails in northern Eurasia and, generally, demonstrates a higher temporal (monthly and diurnal) and spatial variability than non-showery precipitation, as does its intensity as well. The majority of showers are recorded in summer, whereas the largest monthly non-showery precipitation total is observed in autumn [25].

The studies presented in [26–31] focus on extreme precipitation characteristics and their changes. In [31], long-term changes in some characteristics of extreme precipitation in Russia in 1966–2012 are analyzed using daily data from rain gauges. Linear trends in the characteristics of absolute and relative
extremes as well as in the duration of wet and dry spells are found and quantified, using new and more robust metrics. In general, an increased intensity of extreme precipitation is observed in Russia, which may result in a growing risk of flooding. Simultaneously, a tendency of dry period lengthening is also revealed. This implies an increase in the probability of droughts. Hence, the frequencies of hazardous hydrological phenomena associated with both water excess and scarcity have increased substantially in recent decades [31]. Positive long-term trends in heavy precipitation events are also established in [27] where 99.9-percentile is assessed for stations in the European part of Russia, and in [28–29] where the concentration index is analyzed for the southern part of Russia. In [30], the features of extreme precipitation over the Antarctic station “Progress” are analyzed, with thorough evaluation of its causes (thermodynamic and dynamic). It was found that thermodynamic (non-circulation) processes account for 80% of the trend in extreme precipitation.

Frozen precipitation and icing conditions over northern midlatitudes as well as their changes during the last four decades are analyzed in [32–34]. It was found [32] that hoar frosts are observed in most parts of Russia, but icing only occurs in the European Russia and the Far East. On the Arctic coast of Russia, this phenomenon can even be observed in summer months. Statistically significant decreasing trends in the occurrence of icing and hoar frost events are found over most of Russia. An increasing trend in icing weights was found in the Atlantic Arctic region in autumn. Statistically significant negative trends in icing weights were found in the Pacific Arctic in winter and spring. In [33], the climatology and trends of daily freezing rain and freezing drizzle occurrences are analyzed for Russia, the United States, Canada, and Norway Regions with the highest frequency of freezing rains (from 3 to 8 days per year) were found in the northeastern quadrant of the conterminous United States and adjacent areas of southeastern Canada south of 50 °N and over the south and southwest parts of the Great East European Plain. The frequency of freezing drizzle exceeds the frequency of freezing rain in all the areas. During the past decade, the frequency of freezing rain events somewhat decreased over the southeastern US, while in North America, north of the Arctic Circle, it increased (1 day per year). Over Norway, freezing rain occurrences increased substantially, especially in the Norwegian Arctic. In the European Russia and Western Siberia, the frequency of freezing rain somewhat increased (except the southernmost steppe and arctic regions), while freezing drizzle frequency decreased over entire Russia [33].

Regional climatologies of precipitation as well as its contemporary and projected changes are estimated in [35–45]. Particularly, in [45] projections of arctic precipitation in the 21st century are analyzed using an ensemble of CMIP5 climate models for three scenarios of radiative forcing (RCP2.6, RCP4.5 and
RCP8.5). A general increase of arctic precipitation (up to 50%) is projected. A more aggressive scenario (RCP8.5) and more sensitive models (which show a higher increase of temperature) generally display a larger precipitation increase. In [44], large-scale indicators of intensive precipitation (a specific pattern of pressure field and frontal zone presence) for the coastal regions of the European sector of the Arctic and the Caucasus Black Sea coast are identified. It is demonstrated that in the 21st century, the frequency of conditions accompanying extreme precipitation events of a frontal origin will increase on the southern coast of the European part of Russia in summer and on the Arctic coast during the cold season [44].

The causes of precipitation changes and variability are evaluated and discussed in [46–60]. In [52], statistical relationships between precipitation and vector frontogenesis are estimated using the data of an objective analysis and observations at the stations in Europe and the west of Central Asia for 2005–2013. It is found that the vector of frontogenesis is a third important factor of precipitation generation following convective instability and atmospheric fronts. Rotational frontogenesis is the most efficient one among the vector frontogenesis characteristics for the discrimination between the cases of precipitation occurrence and non-occurrence (especially for heavy and very heavy precipitation) [52].

The urban influence on precipitation is evaluated in [58] on the example of the city of Moscow. High-resolution (1 km) numerical simulations for several summers were conducted using a mesoscale atmospheric model with and without an urban canopy model. Urban-derived precipitation enhancement was revealed. Particularly, an increase in summer precipitation up to +25% over the city center and its leeward side was found when the urban canopy model was included into the mesoscale model.

In [53, 60], the role of the Black and the Mediterranean Seawarming in amplifying precipitation extremes was highlighted and thoroughly evaluated based on ensemble sensitivity simulations with a global circulation model (1.53) or a convection-permitting atmospheric model [53]. In particular, it was established that the warming of the Black Sea played a crucial role in enhancing the Krymsk event of July, 2012 [53]. It was found that the enhancement of lower tropospheric instability due to the currently warmer Black Sea allows deep convection to be triggered, thus increasing simulated precipitation by more than 300% relative to simulations with the SSTs characteristic of the early 1980s. A highly nonlinear precipitation response to the incremental SST increase suggests that the Black Sea has exceeded a regional threshold of the intensification of convective extremes.
Convection, convective cloud characteristics, and cloud water content

Convective processes and convective clouds, when sufficiently developed, are related with numerous hazardous weather phenomena. Convective clouds commonly receive great attention. Considering the local peculiarities of convection development, it is quite evident that apart from studying the common properties of convective processes, this mesoscale phenomenon has to be investigated on a regional scale as well. The obtained regional quantitative characteristics connected with local features are used to allow for convection in regional models and forecast regional weather hazards. The results of such investigations are applied to the development of specific forecasts for every branch of national economy, particularly, for aviation, transport, and power economy.

Publication [61] is devoted to the theory of convective jets and thermiques; the paper pays attention to their sources. The author points out that in traditional models of convection from isolated sources the results depend but little on the size of the sources – convective jets and thermiques “forget” the geometry of the sources quite soon. But, lately, some new problems have become topical, which address relatively large sources that may influence the results. The paper considers some generalizations of well-known integral models of jets and thermiques. Although these simplified patterns cannot compete with sophisticated numerical models in describing the spatial structure of flows, they are shown to satisfactorily retrieve most important numerical results (height, the time of ascent of convective elements) and besides, make it possible to reveal evident physical laws and determine apparent dependences on the problem parameters.

In [62], a modeling study of an upward thermique was fulfilled. To calculate the parameters of an upward thermique, Pristly stability criterion was used. In the model, a critical size and height of the thermique ascent was calculated for given values of overheating at the earth surface, of the initial speed of ascent, and vertical temperature gradient. Reports from the International Science Conference “Innovation methods and means of investigation in the field of atmospheric physics, hydrometeorology, ecology, and climate change” are devoted to the investigation of the influence of air speed divergence on the character of thermal convection [63] and to the practical work of calculating the parameters of cloud convection at the convection level, i.e., at the peak of convective process development [64].

Studies [65–73] are devoted to the investigation of the development of cumulonimbus and thunderstorm hail clouds, including the analysis of several case studies considered in a series of publications [65–67].

To reveal the relations between the characteristics of electric discharges and cumulonimbus cloud parameters in the course of the cloud development in
North Caucasus, the results of simultaneous radar, radiometer, and radio direction finding measurements are analyzed in [65]. The dependence of cloud electric activity on radar characteristics as well as on the characteristics obtained from the measurements using SEVIRI radiometer mounted on “Meteosat” platform is discussed. Electric discharges (inside clouds and outside lightning) were recorded during 1 h 40 min., with their maximal frequency of 448 discharges per minute. Also revealed are the relations between electric discharge characteristics, precipitation intensity, and the field of cloud radiation temperature. It is established that the frequency of discharges increases with increasing precipitation intensity and reaches its maximum at precipitation intensity of 70 mm/h. The authors constructed normalized autocorrelation functions of the field of radiation temperature development. A close correlation between the scale of the inhomogeneity of cloud radiation temperature field and the frequency of electric discharges was established.

In [66], the results of analyzing the data of thick thunderstorm hail cloud observations using the radar MRL-5 and thunderstorm finding system LS8000 are presented. The characteristics of cloud electric state obtained with the system LS8000 as well as their relation with radar cloud parameters and indirect electric cloud state criteria calculated on their basis are presented. The potentials of thunderstorm forecast by different thermodynamic hazard criteria are investigated. A close relation between the total lightning current in a low-frequency range and lightning frequency in low-frequency and very-high-frequency ranges is established. The total charge delivered by negative lightning discharges from a given cloud to the ground is calculated to be 387 Kl, with the mean charge value per lightning of – 0.44 Kl. Regression equations relating the radar criteria of thunderstorm hazard with lightning frequency are presented.

In [67], in order to study the thunderstorm hail cloud that developed over Pyatigorsk on 29 May 2012 and caused extremely great hail damage, a 3D non-stationary convective cloud model is used. The values of cloud characteristics such as moisture and ice content as well as the speed of vertical movements, etc. are determined. The importance of wind changes with height to be allowed for is pointed out. The modeling results (for the calculation area of 20x20x80 km) are used to analyze the transformation of precipitation field and its charge structure during cloud development (unfortunately, the results of precipitation intensity calculation largely differ from the observed values). The modeling results led the authors to conclude that the 3D model constructed by the Main Geophysical Observatory with participation of the Central Aerological Observatory is an important tool to investigate the laws of moisture transformation in a cloud, especially under deep convection conditions, when the cloud repre-
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sent a three-phase system. The development of such clouds is observed to result in the occurrence of hazardous weather phenomena such as shower rains, thunderstorms, hail, and squalls. Model calculations testify to the existence of an interrelation between the dynamic, microphysical, and electric cloud characteristics.

Investigations such as presented in papers [68–70] are also devoted to this direction. The latter publication discusses the results of studying the changes of cloud characteristics during their merging observed in St.Petersburg environs. 14 cloud merging events during the warm periods of 2015 and 2016 were selected and analyzed. As a result, it was pointed out that the process of cloud merging leads to an increase of medians in the distribution of the following characteristics: the height of the of the upper cloud boundary, the height of maximal reflectivity, maximal reflectivity in an atmospheric column, maximal intensity of precipitation and precipitation flow, as well as to a decrease of cloud area.

Paper [71] studies the influence of the merging of convective clouds on their evolution, using a numerical non-stationary 3D model of a convective cloud with parameterized microphysics. Convective cloud evolution over India on 12.10.2015 is considered, and characteristics are presented for: 1. the evolution of a single cloud; 2. the evolution of two merging clouds. The results of the calculation indicate that the merging process significantly influences the evolution of the cloud formed upon the merging of separate clouds. In this cloud, the speed of an updraft, moisture content, and precipitation intensity increase, in contrast with a single cloud, which confirms the fact that the process of cloud merging leads to enhanced cloud convection and precipitation formation.

The work in this direction was described and generalized in the monograph “Cloud merging” [72].

Radar studies of the formation and development of hail cells in thick convective clouds were fulfilled [73]. They consisted in the accumulation of data on hail clouds through continuous radar observations for many hours. Examined were 314 hail cells, and time distributions of basic radar parameters were determined for each of them. The most informative time characteristics of the development of hail cells and the relation between them were singled out. Changes in the natural variability of hail cell volume were shown. An empirical dependence of a maximal hail cell volume on a maximal radar reflectivity of a hail cloud was obtained.

Convective clouds are responsible for atmospheric pressure variations and generate internal gravity waves. In [74], based on experimental data, a relationship between thunderstorm-related variations in atmospheric pressure at the land surface and those in tropospheric temperature was found. The propagation of internal gravity waves caused by atmospheric heating due to water-vapor
condensation during the formation of a convective cloud is simulated. The simulations show that the lifetime of these internal gravity waves may significantly exceed the lifetime of the cloud. The form of the disturbance of atmospheric pressure below a convective cloud is a sequence of minimal and maximal pressure variations with the maxima amplitude exceeding that of the minima.

Turbulence in convective clouds is studied in [75–77].

Paper [75] presents the results of the analysis of spectral turbulence characteristics (spectra and co-spectra) and moisture content parameters of convective clouds in a tropical zone, which were obtained in a complex aircraft experiment in Cuba. The co-spectra for vertical heat fluxes permit classifying convective clouds by stages of their and revealing the stages of cloud growth, stabilization and dissipation. The magnitude of cloud overheating relative to the ambient air is a parameter that determines the stage of cloud development. Interrelation between the integral characteristics of turbulence and moisture content (the mean values and functions of parameters) for different stages of convective cloud development is revealed. Recommendations for the application of data on the structure of air movements in intended weather modification are formulated, and a method of instrumental estimation of cloud suitability for intended modification aimed at precipitation enhancement is proposed.

In [76, 77], the role of turbulence in thunderstorm electrification is evaluated for the first time. A model of large-scale electric field generation in a weakly conducting medium containing two fractions of colliding hydrometeors is used. The calculation results are compared with experimental data. It is found that scenarios of electric-field generation and growth for inductive and non-inductive charging mechanisms are significantly different. The range of thundercloud parameters (conductivity and particle radii) for which the electric field grows exponentially in the case of inductive charging is established.

Paper [78] presents an overview of the laboratory studies of the mechanisms of electrifying cloud particles and precipitation in cumulonimbus clouds. The processes of charging graupel and hail are discussed: 1) upon their collision with cloud crystals and 2) upon supercooled drop destruction over the surface as a result of their bursting or spraying. The way these mechanisms act at different development phases is described. A pattern of particle charging parameterization for numerical simulation of cloud electrification is proposed. An electric field of convective clouds is also evaluated in [79, 80].

Regional peculiarities of convection development from the tropics to the Arctic are considered in many studies [81–110].

Particularly, in [81], the authors investigate the characteristics of deep convective clouds in the tropical zone, using model downward transport and mixing of stratospheric air with air from the upper troposphere, which was ob-
served in a system with deep convection in a research flight during the SCOUT-O3 campaign. The WRF-ARW model with horizontal resolution of 333 m is used in order to study the downward transport. Simulation reproduces the system with deep convection, its timing, and height overshooting reasonably well as compared with radar and aircraft data. It is shown that passive tracers initialized at pre-storm times indicate a downward air transport from the stratosphere to the upper troposphere as well as an upward transport from the boundary layer into cloud anvils and overshooting tops.

Convective cloud development during cold-air outbreaks is studied in [82, 83].

In [82], a typical case of winter cold-air outbreak in the Black Sea region on 25 January 2010 is investigated based on the WRF numerical model simulations and satellite data on cloudiness, cloud top temperature, and specific humidity. According to both the modeling results and satellite data, a mixed convection over the sea occurred, but with the prevalence of cells playing the main part in the mixing in the atmospheric boundary layer. The model reproduces well the observed increase at the cloud top height over the sea with the distance from the coast and the horizontal size of cloud structures near the shore, which increased downwind. The main components of the convective kinetic energy balance in the atmospheric boundary layer are considered: energy generation due to pressure pulsations and the work of the buoyancy force, as well as energy decrease due to turbulent diffusion and convective advection. It is demonstrated how these quantities varied with height and the distance from the shore.

In [83], convective cloudiness in the Atlantic sector of the Arctic is considered as an atmospheric spatially self-organized convective field. Convective cloud development follows cold-air outbreaks into the areas with relatively warm surface. As a result, the physical and morphological characteristics of clouds, such as the type of convective clouds and their geographical localization, are interrelated. It is shown that marginal sea ice and coastal zones are the most frequently occupied by Cu hum and Cu med convective clouds which are organized in convective rolls. Simultaneously, open-water marine areas are occupied by Cu cong and Cb clouds which are organized in convective cells. Thus, the retreat of the sea-ice boundary may lead to an increase in the amount of convective clouds. An intercomparison of cloud statistics using the ISCCP satellite data and ground-based observations revealed inconsistency in the cloudiness trends in these data sources: convective cloudiness decreases in the ISCCP data and increases in the ground-based observation data.

Over northern Eurasia regions, regionally-focused studies mostly investigate hazardous weather events that are associated with atmospheric convective processes [84–110]. A variety of convective phenomena are investigated, discussed and reviewed: thunderstorms in [84, 85, 90, 93, 107, 110], squalls in
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[84, 103, 104], tornadoes in [87, 88, 95–97, 100–102, 105, 108], and convective clusters in [86, 89, 98, 106, 109] that are associated with various events. In a number of papers, particular attention is paid to indices of convective instability that can adequately describe hazard and formation conditions of convective events [87, 91, 92, 99, 101].

A review of the state-of-the-art of squall studies is presented in [104] which analyzed squall formation conditions, diagnosing and forecasting, the current knowledge of the phenomenon, methods of its investigation and recording. Squalls are hazardous hydro-meteorological phenomena developing due to mesoscale atmospheric convection. Their influence is short-time, and they are local in space. Therefore, they are hard to record in real time by standard means, with the exception of using data from observational radar networks. With separately located radars, the event is often recorded upon its termination based on space remote sounding data. The accuracy of squall forecasting with the flowly available techniques is still insufficient, and there are practically no methods to predict catastrophic squalls. That is why squalls continue to be the subject of investigation all over the world. The development and upgrading of methods to predict squalls are under way.

In paper [99], peculiar features of strong convection development in the atmosphere of Western Siberia are investigated. Threshold values of a number of convective instability indices, with which major convective phenomena, such as thunderstorm, hail, and squall, form in the atmosphere of Western Siberia, are determined. In [91], the feasibility of using MODIS spectroradiometer database for the determination of atmospheric convective indices over Western Siberia is considered. Three indices computed from the satellite and radiosondedata are compared as instability characteristics. It is revealed that two indices, namely, LIFT and TOTL, correlate well. It is demonstrated that the results of MODIS sounding enable identifying the spatial position of deep convective cells and specifying short-term thunderstorm forecast.

In [89], various data is used to diagnose a rare case of supercell transition to mesoscale convective cluster on 13 July 2016. The convective cluster moved through Belarus and the European part of Russia and brought about a variety of hazardous convective events, including thunderstorms, hail, squalls, and tornadoes. Different data sources were used to diagnose the cluster (satellite, radar, lightning location network, global forecast model). A possibility of finding a special signature of the cluster (‘hook echo’ from radar data, Cold-U/V signatures from satellite data) aimed at forecast improvement is discussed.

A technology of monitoring hazardous tornado(waterspout) situations was developed for the Black Sea area [95] aiming at weather data accumulation in an archive for the Black Sea water and coastal areas, with its subsequent use in de-
developing a methodology of forecasting waterspouts in the region with its specific climate. The composition of data in the archive is similar to that in foreign archives. This technology is employed to display weather observations in real-time. The characteristics of waterspouts for the period 2014–2015 over the Black Sea are studied [96]. A so-called ‘waterspout risk index’ for the Black Sea coast is presented in [97]. The index is based on an empirically-derived combination of predictors including temperature differences between the surface and several atmospheric layers (1, 2, and 3 km), vertical vorticity potential (for different low-level layers), relative humidity, and wind shear (for different layers).

The study fulfilled in [108] presents a novel approach of tornado track identification in forested regions of Europe, using remote sensing data. The method is based on the identification of narrow and elongated areas such as forest disturbances obtained using Landsat satellite images and subsequent verification with high-resolution satellite images; it enables objective estimation (i.e., independent of population density and observational networks) of tornado climatology in forested regions. It is proposed to use a minimal F-scale tornado intensity estimated by Weibull distribution model, using information on tornado path lengths and widths. The method is applied to the forested regions of northeast Europe, where 110 tornado tracks were identified between the years 2000 and 2014, with 105 of them previously unreported. For some regions, tornado density estimates obtained by the new method are 2–3 times higher than the ones published before.

In [89], the 1984 Ivanovo tornado outbreak is evaluated as one of the most dramatic convective-related events in Europe. Based on Landsat images, tornado-induced forest disturbances are discovered, and the actual characteristics of tornadoes during the outbreak are retrieved. The occurrence of eight tornadoes during the outbreak is confirmed; their actual location, path width and length are determined. Other tornado occurrences during the outbreak are discussed. It is shown that the Ivanovo outbreak includes 8–13 tornadoes with F-scale rating mean ranges from 1.8 to 2.5 and has an adjusted Fujita length around 540 km, which makes the outbreak one of the strongest in Europe and places it within the upper quartile of U.S. outbreaks. The characteristics of certain tornadoes within the Ivanovo outbreak are exceptional for Russia.

**Experimental operations, instruments, measurement and processing methods. Modeling cloud processes**

Observations of clouds, both visual ones and in-situ and remote measurements, always incur problems of accuracy for different space and time scales. Due to the evident insufficiency of standard ground-based weather and upper-air observations, passive and active remote methods of sounding hydrometeors
have made progress in cloud and precipitation studies. Some problems, such as sensitivity of cloud and precipitation characteristics to dynamic and thermodynamic atmospheric processes, microphysical composition of cloud elements, the number and properties of condensation nuclei, etc. can be partly solved by mathematical modeling. For more detailed investigation of a fine cloud structure and validation of remote techniques and numerical modeling results, in situ observations in clouds are required.

In situ measurements in a cloud layer can be carried out using an aircraft platform equipped with measuring systems. In [81, 111–122], such aircraft-based in-situ measurements of cloud properties are evaluated.

In Russia, a new-generation aircraft weather laboratory was built on the basis of a commercial aircraft Yak-42D and put to practice in 2014. On board the aircraft is installed up-to-date instrumentation to measure temperature, pressure, air density and humidity, wind, and turbulence, as well as to study the microphysical structure of clouds and precipitation, gas and aerosol atmospheric composition, radiation, atmospheric electricity, radar characteristics of clouds, relief, radiation, heat-transfer characteristics of the earth surface, and radioactive contamination of the atmosphere and underlying surface. The potentials of the new aircraft lab were reported at the 16th International Conference on Clouds and Precipitation, July 30 – August 03, 2012, Leipzig, Germany [111].

In 2015, a paper on the measurements of flight navigation parameters and thermodynamic characteristics of the atmosphere, using instrumentation installed aboard the aircraft lab, Yak-42D “Roshydromet” was published [112].

During research flights, actinometric measurements are fulfilled, and studies of thermodynamic atmosphere characteristics, atmospheric gas and aerosol composition, microphysical characteristics of clouds and cloud-forming aerosol, radioactivity, and spectral characteristics of the underlying surface are carried out. The measurements obtained compose a single database. The specific features of the aircraft data collection system are described in paper [113, 114] where the actinometric system aboard the aircraft lab Yak-43D “Rosgidromet” to study radiation processes in the troposphere is described. Also presented are some results on radiation fluxes obtained during the flights over the arctic regions of Russia. The measurement data can be useful in validating radiation codes used in models of the general atmospheric circulation and in processing the data of the Earth’s remote sounding from satellite platforms.

The aircraft lab is also used to create favorable weather conditions in Moscow during mass festivities, which also contributes to the accumulation of atmospheric data and enhancement of weather modification experience. The air-
craft is equipped to fulfill cloud modification using liquid nitrogen and pyrotechnical flares with silver iodide.

With the use of the new aircraft instrumentation systems, the accuracy and quality characteristics of temperature and wind measurements in the atmosphere and clouds were investigated [115].

Paper [116] is devoted to the investigation of the characteristics of temperature and wind measurements based on the processing and analysis of the data obtained from board the new-generation aircraft lab. The thesis prepared by D.N. Zhivoglotov at the Central Aerological Observatory generalizes the characteristics obtained.

The characteristics of aerosol transport in Moscow area were studied based on the results of aircraft observations [117]. The aircraft laboratory is shown to be an effective tool in studies of the propagation of impurities in megacity areas. Background values and concentrations of aerosols in an impurity plume are estimated, with the latter exceeding the background values by a factor of 25. The mean spectra of the distribution of aerosol particles within the range of 0.066–1.7 μ at altitudes from 350 to 1080 m are presented, and the shape of the spectral curves is shown to independent of the measurement height. The highest values of the spectra intensity were found at 850 m. The values of the spectral densities of aerosol particle sizes were found to become nearly twice as low with the distance from the plume axis increased from 15 to 40 km.

Aircraft observations were used to investigate the influence of thermodynamic conditions in the atmosphere on the distribution of black carbon mass concentration [118].

Based on aircraft observations, the relation between the dynamic structure of convective clouds and their moisture content was investigated [75]. The paper presents the results of analyzing the spectral characteristics of turbulence (spectra and co-spectra) and moisture content parameters of convective clouds of a tropical zone, which were acquired as a result of a complex aircraft experiment at a weather observation site in Cuba (see the details in the Section “Convection”).

The aircraft data on electrization are employed to verify numerical models of convective clouds [119].

Russian specialists from the Central Aerological Observatory participated in the measurement aircraft campaign of the international project StratoClim, which was conducted during the period 17.07–13.08.2017, over Bengali Bay area in Nepal in order to study the troposphere-stratosphere exchange in the region of Asian monsoons formation. Within the framework of the campaign, a measurement system on the basis of the Russian stratospheric aircraft M-55 “Geophysica” was employed, and the basic phase of the measurement cam-
Campaign was carried out, with the base at the airport of Katmandu, Nepal. The measurement system included instruments to measure thermodynamic parameters of the atmosphere, concentrations of ozone and water vapor: a fluorescent hygrometer to measure stratospheric humidity FLASH-M55, an aircraft chemiluminescence ozonometer FOZAN to measure stratospheric ozone concentration, and a thermodynamic system to measure temperature, pressure and wind speed. These instruments were developed at the Central Aerological Observatory and are part of the set of instrumentation participating in the measurement campaign of the project StratoClim. The hygrometer and the thermodynamic system were mounted under the aircraft wing in a special gondola, and the ozonometer inside the aircraft, on the eve of the transport flight of M-55 to Katmandu.

Throughout the period of the campaign, 8 measurement flights were fulfilled. The unique results on the state of water vapor, ozone, and thermodynamic parameters of the atmosphere along flight path as well as the result of preliminary data processing were presented at the working meeting of the project participants and included in the common database of the results. The Russian specialists as the project participants have an access to all the results obtained in the course of the campaign at http://stratoclim.org/. The outputs of the project were presented in the scientific publications [85, 120, 121].

Different aspects of remote sensing data on clouds and precipitation, including radar and lidar observations, are considered in [123–164].

The deployment of a network of new-generation radar systems DMRL-C on the territory of Russia to carry out observations of clouds, precipitation, and hazardous weather phenomena is under way. At present, 34 DMRL-C stations and also radars in Sochi, Minsk, and Gomel are in operation. Working stations to display weather radar data have been organized at the Roshydromet Situation Center and the Hydrometeorological Center of Russia, which receive information in a 10-min. regime: the upper cloud boundary, weather phenomena, and precipitation intensity (http://meteorad.ru). 12DMRL-C systems have been adjusted already to fulfill weather observations. A methodological document on the operation of the new technical aid has been developed and introduced to practice: “User’s Guide on the Application of Doppler DMRL-C Weather Radar Data in Synoptic Practice” [123], and an instruction on the validation of radar observations is being developed [124]. The validation technique is adapted to the radar systems in operation on the ground-based observational network of Roshydromet.

The paper [102], using information provided by the new DMRL-C network, analyzes the probability of an advance warning of a tornado. A real tornado event that occurred in Bashkiria on 29 August 2014 was considered. To calculate the meteorological fields, the model WRV with a high space-time resou-
tion was employed. The indices of convective instability were calculated. The feasibility of predicting the occurrence of conditions fraught with tornado formation 3 days in advance with an accuracy of up to several hours, and at a distance of 200 km, was proved based on considering convective indices. The recording and nowcasting of tornado events were demonstrated to be possible with the currently available radar data processing software. A possibility of a complex use of such information in creating a system of the monitoring and forecast of hazardous weather phenomena is under discussion. A technology to monitor tornado hazardous situations over the Black Sea area has been developed in [95].

The specific features of using the new radar information in weather forecast assessment are presented in the papers [125, 126]. Based on the actual observations of radar reflectivity, the intensity and total amount of precipitation and the upper cloud boundary are estimated, and weather phenomena forecasted. On the example of radar data assimilation at the Central Aerological observatory and weather nowcasting, up-to-date methods, mainly used abroad, to assess the quality of predicting precipitation intensity, precipitation totals, and weather forecast with high spatial resolution are considered. The system of assessment prepared is connected with the Web-Geo-Information System (WEB-GIS) “METEORAD” and makes it possible to compare a predicted field with a similar one using radar data. A forecast of precipitation characteristics is analyzed, and the atmospheric model WRF is assessed using radar data of the precipitation fields. In this connection, prior to calculating the indices of forecast quality, radar data are prepared in the WRF projection concerned, but with a higher spatial resolution.

Some other issues of radar observations and their utilization in weather forecast are examined in [127–133]. Particularly, a precipitation nowcasting system is overviewed in [132]. The system was developed at the Hydrometeorological Center of Russia on the basis of consecutive radar fields obtained in real-time from the Central Aerological Observatory, which are utilized in the STEPS statistical scheme (Short-Term Ensemble Prediction System). This scheme is constructed as a multiplicative cascade model, using an optical flow technology. The methods of the practical application of radar measurements in diagnosing certain characteristics of rainfall, hail, and squall, developed at the Hydrometcenter of Russia, are presented in [128, 129].

The application of laser sounding in determining cloud characteristics is discussed in [134–138]. In particular, in [134], the height of the lower cloud boundary is determined based on lidar observations; here are analyzed the currently available methods of solving the equation of laser sounding. A new method is proposed to process echo signals, which significantly decreases the
necessary number of pulses emitted by a laser meter, and thus simplifies obtaining output data, which is important for practical activity, especially under unfavorable weather conditions with precipitation.

Studies [139–151] present algorithms of cloud and precipitation detection as well as results of the determination of basic cloud characteristics using satellite observations. In [139], authors constructed a model of the texture of different types of cloud images (up to 25 types) by MODIS data with 250 m spatial resolution. A technique to form sets of image fragment with characteristic textures for different cloud types. Based on this technique, the database of statistical models of the texture features of different cloud types was compiled [142]. The MODIS images with 250-m spatial resolution for 27 cloud types served as input data. The images were analyzed based on texture features. The database suggested also includes information about cloud images (cloud type, date, time, weather station, satellite angle, solar angle) and permits automating the construction of a statistical model of texture signs for different cloud types.

The paper (1443.34) presents a method of the identification and classification of clouds in satellite images, with subsequent retrieval of quantitative characteristics. The method provides acquisition of numerical data sets in the form of the charts of cloud classes, height, and temperature of cloud upper boundary. In [145], a method for the identification of mesoscale clouds in satellite images is presented, which is based on the use of texture analysis and synthesis of three RGB-textural features.

Another method to obtain cloud cover and precipitation parameters based on satellite data was developed at the State Research Centre of Space Hydrometeorology “Planeta” [147–150]. In [150], a Specialized Complex of Programs (SCP) is introduced, which automatically, pixel-by-pixel, classifies the SEVIRI/Meteosat-10 and AVHRR/NOAA data to retrieve cloud, precipitation and weather hazard properties for day and night, all-year-round conditions above the land, water and snow/ice surfaces on the European territory of Russia, and automatically validates satellite estimates, using ground-based observations at meteorological stations, meteorological radar, and similar products of independent satellite systems.

Some other issues of wave propagation through cloud media are discussed in [152–157]. In [153], the role of three-dimensional inhomogeneity of rainfall fields in the formation of the field of their inherent radiation in a microwave range is revealed. Paper [157] presents the structure, functions, and characteristics of the Roshydromet Lightning Location System.

Ground-based devices developed to study cloud and precipitation characteristics are presented in [163–169]. Based on the method of differential spectroscopy, an attempt was made to retrieve the characteristics of tropospheric clouds.
In paper [159], it is proposed to solve a practical problem of the assessment of sky cloud cover extent and determination of cloud amount, based on panoramic images of the sky obtained with super-wide-angle lenses; paper [164] proposes to do this by determining the extent of the sky blue, while paper [163] presents the grayness rate index that is applied to panoramic all-sky images for cloud cover estimation. In [160–162], an optical rain gage to observe the parameters of falling raindrops is presented.

Some issues of using unmanned aerial vehicles in studies of atmospheric parameters, aerosol impurities, and clouds are evaluated in [165, 166].

Papers [167–187] are devoted to various aspects of cloud and precipitation modeling and forecasting.

The book “Mathematical modeling of the Earth’s system” [167] includes a chapter by E.M. Volodin “Clouds and condensation” from the Section “Parameterization of processes of a sub-gridscale in the atmosphere”. This collective monograph presents some of the results achieved at Marchuk Institute of Numerical Mathematics of the Russian Academy of Sciences in developing a numerical model of the Earth’s system, which would satisfy up-to-date requirements and be in the vanguard of the world science and technology activity in this direction.

Some issues of precipitation simulation in general circulation models are examined in [168, 169]. In [168], the added value of convection-permitting models is explored based on a showcase example of coastal precipitation extremes. It was found that the increased local intensities of vertical motion and precipitation in the convection-permitting simulations play a crucial role in shaping a strongly nonlinear extreme precipitation response to SST increase, which is not evident when convection is parameterized (and precipitation intensity has a much more linear response to increasing SSTs). In [169], the influence of atmospheric model resolution on the representation of daily precipitation extremes is investigated. It is shown that the resolution affects both the representation of physical processes and the averaging of precipitation across grid boxes. The latter smooths out localized extreme events. In particular, in the summer tropical hemisphere, extreme precipitation is reduced by up to 30% due to the averaging effect, and a further 65% owing to a coarser representation of physical processes. Toward middle to high latitudes, the latter effect reduces to 20%; in the winter hemisphere it vanishes toward the poles. Coarser vertical resolution causes an equatorward shift of maximum extreme precipitation in the tropics.

Investigation of convection by a numerical modeling technique, using a 3D model jointly developed by several institutes of ROSHYDROMET, was analyzed in the publications [170] on the prospects of developing a numerical 3D
model of a convective cloud; [171] on the concept of developing a non-stationary 3D model of a concept of developing a non-stationary 3D model of a convective rain cloud under natural and deliberately modified conditions; [172] where a complete numerical non-stationary 3D model of a convective cloud is described, and a parameterized description of microphysical processes is given; also presented are the hydrodynamic and microphysical equations, a description of the initial and boundary conditions, as well as a numerical algorithm of solving the system of equations; and [173] on verification of the numerical models of convective clouds based on aircraft studies of electrification.

Paper [174] presents a three-dimensional numerical model of moist convection and formation of convective cloudiness in the atmosphere of the Arctic. The authors used the model of mixed clouds with an explicit description of liquid and ice phases with nonstationary equations for cloud-drop and ice-particle size distributions. The capability of the model to reproduce polar lows in the Arctic atmosphere is analyzed.

Papers [177–187] present some results on clouds and precipitation forecasting, including forecasts of thunderstorms [179, 180, 186], mesoscale convective systems [181], heavy snowfalls [177, 183, 184], and fog [187].

**Tropospheric aerosol, cloud condensation nuclei, ice nuclei**

Aerosols, their variability, characteristics, and role in cloud formation have received particular attention in many studies [188–315].

The role of aerosols as cloud condensation nuclei (CCN) and ice nuclei is studied in [188–196]. Using numerical modelling, the impact of sulfate aerosols on cloud formation over the sea is studied in [188]. The authors found that a significant source of condensation nuclei in the troposphere is the photochemical transformation of biogenic dimethyl sulfide (in addition to NaCl) and speculated that the absence of sulfate aerosols hinders cloud formation over the sea. In [189–191] the role of aerosol properties in drop crystallization process is assessed. Laboratory experiments show increase in freezing temperature due to the presence of sand, clay and soot particles in aerosol [190, 191].

Studies [192–196] are devoted to the analysis of the role of aerosol in convective cloud formation and development. Based on the data from Amazon Tall Tower Observatory [192], different regimes of convective cloud formation and microphysics over Amazon region were found depending on aerosol properties and meteorological conditions. It was demonstrated that CCN activation and droplet formation are mostly aerosol-limited under pristine conditions and updraft-limited under biomass burning conditions [192]. Based on numerical simulations, interaction of convective clouds in different regions with fire-related aer-
osols is investigated [193, 194]. For two case studies in Moscow and Leningrad regions it is shown that forest-fire-related aerosol pollution of the atmosphere led to a decreased intensity of rain and hail from the cloud [193]. At the same time, for case studies in Eastern Siberia it is established that soot and ash contribute to precipitation formation, which does not occur in a pristine atmosphere [194]. The influence of severe aerosol pollution on the charge structure of a cumulonimbus cloud is analyzed based on observations and modelling [195, 196].

Studies [197–204] focus on the evaluation of hygroscopic properties of aerosols in different regions. In particular, the characteristic range of hygroscopicity parameter $k$ was measured for Aitken mode aerosol at a suburban area of St. Petersburg [198], for coarse and accumulation mode in central Siberia [199], and for Aitken and accumulation mode in central Amazon region [200]. In [197, 201, 202], biomass burning aerosol hygroscopicity, including the dependence on aerosol aging, was evaluated based on experiments in an aerosol chamber.

Other issues related to aerosols such as their modeling and observations, analysis of their optical and physical properties, chemical composition, origin (including wildfires), sedimentation rate, temperature effects, space-time variability (in many regions including Eurasia, Arctic, different parts of the World Ocean, etc.), transport, aging, and so on, are widely evaluated and discussed in [205–316].

### Cloud microphysics

A number of studies are devoted to the analysis of cloud microphysics and precipitation chemistry [317–330].

The spatial structure of fog and raindrops is evaluated in laboratory and field experiments [317, 318]. Indicators of the spatial structural organization of fog droplets are found for the first time [317]. It is shown that an inter-drop distance increases with an increasing drop size. The mechanism of fog buoyancy increase during condensation growth of droplets is discussed and numerically validated [317]. The grouping of rain drops of the same size in certain regions of space was revealed during in situ measurements of an instantaneous structure as well as space and time distribution of rains [318]. It is shown that a lateral wind gust leads to the grouping of drops of different sizes in different layers. The clustering mechanism concerned can cause rapid formation of raindrops in clouds and must be accounted for in radar observations [318].

The optical properties of cloud ice crystals and their influence on radiation were studied by observation [319] and model simulation [320]. Particularly, in [319], the optical characteristics of irregular hexagonal ice columns are calculated based on lidar observations. It is shown that the logarithm of the scattering matrix can be linearly approximated well by the particle size logarithm.
This can significantly accelerate the calculations of the optical characteristics of clouds. It is found that the optical characteristics are in a good agreement with the lidar observations throughout the range of sizes calculated even at deformation angles of a few degrees.

The electric properties of water and ice are studied in [321], where a mechanism of water and ice electrization during evaporation (condensation) is proposed. It is shown that evaporation leads to the accumulation of protons and hydroxide ions on the phase front, while condensation leads to their depletion. The electric charge of spherical water drops is estimated at various radiiuses of drops and electrical field gradient.

The chemical composition of precipitating raindrops is studied in a number of papers [321–330]. Particularly, studies [322–325] focus on the analysis of precipitation acidification. Based on snow samples analysis from the network of 570 Russian observation stations across Russia, the values of pH and the rate of nitrogen and sulfur fallout are analyzed for the 2000–2013 period [322]. The analysis revealed the absence of intense processes of atmospheric precipitation acidification in cold seasons. However, some local effects can be substantial; for instance, deicing salts may be involved into heterophase chemical reactions and lead to the appearance of hydrogen chloride in precipitation, which is found over Moscow [322].

In [326], the concentration of oxygen isotope $^{18}$O in precipitation over Moscow was evaluated based on observational data. A statistically significant positive correlation was revealed between the oxygen isotopic composition of precipitation and surface air temperature. The analysis of back trajectories and weather charts demonstrated that the most isotopically light precipitation is typical of relatively cold air masses slowly moving over the continent during five days preceding precipitation. On the contrary, fast air transport from the Atlantic Ocean leads to the relatively constant values of $\delta^{18}$O in precipitation.

**Intended weather modification.**

**Seeding agents and technical aids**

**Weather modification**

Intended cloud modification aims at preventing or diminishing negative effects of the formation of clouds and precipitation as well as weakening hazardous weather phenomena related with these processes. This refers to intended modification of rain clouds aimed at precipitation redistribution, preventive dispersal of fast growing cumulus clouds, prevention of agricultural hail damage and mitigation of draughts as well as deliberate dispersal of stratiform clouds and fogs.
In 2017, a collection of papers was published on the history of intended modification of meteorological processes in the USSR and later, over its former territory [331]. It is devoted to the development and current achievements in the fundamental branch of hydro-meteorological research and practice – intended modification of meteorological processes aimed at mitigation hazardous weather phenomena. The publication discusses the formation and development of science and methodic basics, technology and unique material and technical weather modification resources. The papers refer to the materials of research and the outputs of weather modification practices at research institutes and specialized departments of the national hydro-meteorological service.

Recent climate changes pose a question as to what methods should be used to enhance precipitation. This general question is often discussed in popular science papers in terms of the feasibility of weather control, particularly, inducing precipitation, and thus solving the problem of fresh water deficit [332].

The work devoted to intended modification of cloud processes proceeds in several directions: first, investigation of clouds of various forms and their characteristics, including the characteristics and properties of cloud elements and precipitating hydrometeors; second, the development and testing of cloud seeding agents, as well as studying their efficiency, etc. Besides, guidance and methodological documents, directions and instructions on using and optimization of the methods developed are prepared. One more important aspect is the assessment of weather modification effects and the development of methods to assess cloud seeding efficiency.

In the Proceedings of the 2nd International science conference “Innovation methods and means of research in the field of atmospheric physics, hydrometeorology, ecology, and climate change” (Stavropol), included are reports on the experimental studies of changes in the characteristics of cumulonimbus clouds after their intended modification, on turbulence inside convective clouds and in cloud vicinity, as well as on experimental and numerical studies of the propagation of ice-generating agents in the boundary atmospheric layer upon interaction with ground aerosol generators [333–335].

The development of technical aids for intended weather modification is done in different ways including theoretical work, laboratory experiments, numerical modeling, field observations using ground-based equipment and aircraft laboratories, and experimental work using all available remote instruments.

In 2015, reports were published on such activities [336, 337] including development of instruments and software making it possible to expand the scope of application of domestic cloud modification techniques aimed at precipitation increase and lower cost of such work due to the introduction of up-to-date mobile technical systems to practice.
Based on the processing of materials of aircraft atmospheric sounding from [338], considered is a feasibility of undulated and stratiform cloud dispersal over the northern European territories of Russia to provide hydrometeorological support of the Army’s activity.

To obtain detailed information about wave clouds, the authors processed the data of aircraft atmospheric soundings from upper-air tables (over 3000 aircraft ascents over Arkhangelsk during the period 1953–1964).

It was established that airmass undulated clouds were mainly single-layered (over 80% within a year), liquid-water, supercooled ones, which is favorable for cloud dispersal operations. Frontal clouds do not seem to be promising positive dispersal effect due to their considerable stratification, complex phase structure, and significant vertical extension.

It was also shown that supercooled airmass undulated clouds suitable for intended dispersal most often occur during the cold half-year (84.5%), with a maximum in winter (93.9%). Frontal stratiform clouds without precipitation that are suitable for dispersal mainly occur in winter (no more than 50%).

The results obtained in the above work are of practical importance as they allow one, without fulfilling field experiments, to assess the suitability of clouds in certain areas for dispersal with chemical agents in the interests of hydrometeorological support of the Army activities in the northern European part of Russia.

Investigation of hail processes progress the best in the southern, North Caucasus region of Russia where they cause the largest damage.

The fundamental and research studies reported at the 2nd International conference ”Innovation methods and means of research in the field of atmospheric physics, hydrometeorology, ecology, and climate change” were fulfilled at the High-mountain geophysical institute. The physical basics of hail prevention were stated in the report [339]; hail processes were discussed in the reports [340–342].

The efficiency of hail protection operations remains vital for cloud seeding operations aimed at precipitation redistribution and is highly topical at conferences. In particular, the work fulfilled at Nomangan State University [343] discusses the results of agricultural hail protection in the countries of the former USSR that were highly physically and economically effective. However, the author point out that since the second half of the 1980’s, despite the progress in seeding technology and technical aids achieved as well as considerable increase of cloud seeding area, the efficiency of hail protection at all the target sites remains the same (within 50 to 95%). The analysis fulfilled shows that this may be due to the sub-micron size of seeded particles, their consumption mainly by
Draught mitigation activity consists in the development of a new experimental direction devoted to precipitation enhancement during periods most important for vegetation. This is vital for areas suffering from water deficit, e.g. steppe where vegetation period partly coincides with the period of atmospheric precipitation deficiency. During the last years, research in this direction has been given a new impulse due to the increasing occurrence of summer draughts not only in southern, but also in central regions of Russia against the background of climate warming. Considerable preparatory work was done to collect and analyze climatic data in the publication “Basic principles of organizing and operating the system of draught mitigation in the Russian Federation through intended precipitation enhancement (Beriuliev et al., 2013).

The activities in this direction are continuing. In 2018, a long-term task plan to enhance precipitation in steppe areas suffering from water deficit was compiled and submitted to the Government for approval.

A large weather modification work series is devoted to intended cloud and fog dissipation. The papers [344, 345] describe the 3D numerical model “FogSeeding” developed at the ATTEX Agency. The results of the numerical experiments in supercooled fog dispersal at motorways and in open pits are presented. These results can be used as initial data in solving the problems of protecting motorways and other infrastructure elements from fog.

Experimental weather modification is rather complicated and costly, while the assessment of its efficiency necessitates staging numerous series of such experiments to collect significant statistics. Impossibility of repeating such experimental series demands searching new ways of assessing weather modification efficiency, e.g. modeling. Thus, the monograph «Cu merging» [72, see paragraph ‘Convection’] describes the results of modeling cloud development, mixing, entrainment, and finally, merging of neighboring clouds. These processes can largely affect the estimate of weather modification efficiency. It is shown that upon merging the height of the newly formed cloud somewhat increases, the convection and speed of the updraft grows, liquid water content, ice content and radar reflectivity as well as the intensity of precipitation from the cloud formed by merging increases by 30% during 20 minutes. The same effect was observed in several field experiments, and simultaneously numerical modeling was fulfilled. The cloud evolution during the field experiment was partly followed in the course of the numerical experiment; the differences were pointed out and discussed by the authors. As a result, several cloud merging mechanisms were revealed, but in general, the process of cloud merging leads to intensified convection, increased vertical movement speed, changing movement
direction, and higher probability of hazardous phenomena in clouds. The efficiency of cloud modification during the process of cloud merging, according to the authors, failed to be statistically significant, being not more than 5%; however, this does not mean that the modification activity was ineffective. Moreover, the use of mathematical statistics methods is considered to be insufficiently effective, while the number of experimental cases in which cloud modification efficiency can be estimated is 500–1000. Besides, other authors also point to a considerable number of such cases – 200–300 (Breed et al., 2014).

Development of 3-D models of cumulonimbus clouds and modeling intended cloud modification. A number of publications [346, 347] are devoted to the development of a 3D model of a cumulonimbus cloud for calculating the parameters of liquid and solid precipitation both naturally occurring and deliberately induced, based on the current parameterized non-stationary 3D model of a rain convective cloud. In a series of numerical experiments with a 3D model of a convective cloud deliberately modified using hygroscopic, ice-generating, and combined techniques, the estimates obtained show that a maximal increase of precipitation amount can be up to 20% with a combined cloud seeding technique employed. The paper describes a case of using the base blocks developed at the Main Geophysical Observatory for the numerical modeling of intended modification of a thunderstorm cumulonimbus cloud with ice-generating agents. Within the framework of constructing a 3D model of a cumulonimbus cloud, numerical modeling of a thunderstorm cumulonimbus cloud modification with hygroscopic agents was fulfilled.
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Introduction

Scientific work in the field of dynamical meteorology, which has been carried out by the Russian researchers in 2015–2018 and will be discussed in this review can conditionally be related to the following topics: “General dynamics of the atmosphere”, “Large-scale processes and the weather forecast”, “Mesoscale processes”, “Small-scale motions and turbulence in the atmospheric boundary layer”, “Dynamical interaction between lower, middle and high atmosphere”, “Mathematical problems of climate and ecology”. The review structure follows basically the previous review report over 2011–2014 (Kurgansky and Krupchatnikov, 2016).

General dynamics of the atmosphere

All-Russian conference with international participation “Turbulence, atmosphere and climate dynamics”, dedicated to the centenary of the birth of Academician Alexander Mikhailovich Obukhov, took place from March 16 to 18, 2018 in Moscow. The conference discussed key issues related to one of the most relevant areas in the Earth sciences, namely the research in the field of atmospheric physics, climate and environment. Selected papers from the conference were published in the collection (Turbulence, Atmospheric and Climate Dynamics, 2018).

Under the auspices of the WMO World Weather Research Program in connection with the Olympic Games, a number of meteorological projects have been prepared and implemented since 2000, because the timely provision of high-quality weather forecasts is extremely important for organizers and participants of sporting events, especially outdoors. This allows meteorologists to
demonstrate new technologies for weather forecasting, taking advantage of the broad capabilities of the observation network in the Olympic Games area and comparing various weather forecasting systems. One of these projects (FROST-2014) was associated with the Winter Olympic and Paralympic Games in Sochi from February 7 to 23 and from March 7 to 16, 2014, respectively. The articles by Kiktev et al. (2015, 2017) present a general description of the project FROST-2014 and the results of its successful implementation. In particular, it was noted that for the meteorological support of the Winter Olympic Games in 2014, the observation network in the Sochi region was strengthened by more than 40 automatic meteorological stations, a Doppler radar with dual polarization, temperature and wind profilers, radars, etc., which allowed the use of Sochi booth for the development, testing and intercomparison of various technologies for forecasting the current weather and short-term numerical weather forecasting. The predictive products of the project FROST-2014 were used for operational meteorological services for Olympic events. The FROST-2014 system involved six current weather forecast systems (based on models, radar tracking and combined current weather forecasting systems), nine deterministic mesoscale numerical weather prediction models (with grid spacing down to 250 meters) and six ensemble forecasting systems (including two ones with explicitly simulated deep convection). The archive of winter meteorological observations and forecasts formed during the implementation of the FROST-2014 project is a valuable information resource for research on mesoscale predictability, as well as for the development and validation of current weather forecast systems and short-term forecast systems in a complex landscape. The new technologies obtained and also the exchange of experience and professional development contributed to the success of the Olympics and left a valuable legacy for further research.

During the reporting period, three monographs were published that relate to the dynamics of the atmosphere. In 2016, the MAKS Press Publishing House published a collective monograph “Mathematical modeling of the Earth system” (Volodin et al., 2016). The purpose of the authors was to present some of the results of work carried out at the G.I. Marchuk Institute of Computational Mathematics of the Russian Academy of Sciences to create a numerical model of the Earth system that meets modern requirements and is at the forefront of the worldwide scientific and technological activities in this research field. This model is used both to predict future climate change, and to study the effects of these changes on land and sea ecosystems, the chemical composition of the atmosphere, the earth's global electrical circuit, etc. The first chapter of this monograph entitled “Atmospheric Dynamics” is directly related to this review in its content. The “Atmospheric and Underlying Surface Interaction” section
of the second chapter of the book written by V.N. Lykosov has also a direct bearing on this review. In 2017, the Publishing House GEOS published the book “Dynamics of Wave and Exchange Processes in the Atmosphere” (Dynamics of Wave and Exchange Processes..., 2017), which presents the results of experimental, theoretical and model studies of the dynamics of wave and exchange processes in the atmosphere performed in recent years in the A.M. Obukhov Institute of Atmospheric Physics of the Russian Academy of Sciences, including under the support of the Russian Foundation for Basic Research. The book addresses a wide range of issues: the interaction of the atmosphere with the underlying surface; development, propagation and interaction of waves, vortex structures and turbulence in the atmosphere from the surface layer to the lower thermosphere and the systematic influence of these processes on the results of remote sensing. In accordance with the topics covered, the book consists of four chapters: Atmospheric Turbulence, Atmospheric Boundary layer, Atmosphere and Ocean Interaction, Upper Atmosphere. The same Publishing House published the book “Intense Atmospheric Vortices and their Dynamics” (Intense Atmospheric Vortices..., 2018), which presents the results of experimental, diagnostic, theoretical, and model studies of atmospheric vortices that have been performed in recent years in A.M. Obukhov Institute of Atmospheric Physics, with the support from the Russian Foundation for Basic Research. An attempt was made to present general analysis of the hierarchy of intense atmospheric vortices, ranging from circumpolar vortices and centers of action of the oceanic and continental scale to extratropical cyclones & anticyclones, including blocking anticyclones, tropical cyclones (hurricanes, typhoons), intense polar lows (“polar hurricanes”), and tornadoes.

The classic chapter of general dynamics of the atmosphere is the dynamics of large-scale atmospheric processes, including the theory of quasi-two-dimensional turbulence and the theory of dynamical systems.

In Dymnikov (2016) problems are considered in which the role of Casimirs in forming dynamics of the two-dimensional ideal incompressible fluid is basically studied; in particular, the conditions are formulated which arise in the stability problem of two-dimensional flows in the presence of Casimirs. Some general approaches to the construction of difference schemes for solving equations of two-dimensional fluid which possess the given Casimirs are considered.

In Perezhogin et al. (2017) the influence of numerical approximations on statistical characteristics of modelled two-dimensional turbulence sustained by a stochastic external forcing is studied. The ability of various finite-difference and semi-Lagrangian schemes to reproduce reliably the dual energy and enstrophy cascades for coarse spatial resolution is tested. It is also studied how the requirement of preserving invariants inherent to a two-dimensional ideal fluid
is important relative to numerical schemes. The results of calculations with high spatial resolution were taken as a reference solution. The choice of studied schemes was motivated by their use in atmosphere and ocean numerical models, in particular, in the Institute of Numerical Mathematics climate model (INMCM) and semi-Lagrangian absolute vorticity (SLAV) model of medium-range weather forecast. The importance of conservation laws of integral vorticity and enstrophy is revealed in the numerical experiments with a small-scale external forcing. Contrary to a viscous fluid at high Reynolds numbers, the equations of a two-dimensional ideal fluid have an infinite number of invariants, the presence of which complicates both its statistical description and the numerical modeling.

In Perezhogin and Dymnikov (2017a,b) equilibrium states of Arakawa approximations of a two-dimensional incompressible inviscid fluid are investigated in the case of high resolution $8192 \times 8192$. Comparison of these states with quasi-equilibrium states of a viscous fluid is made. Special attention is paid to the stepped shape of large coherent structures and to the presence of small vortices in final states. It is shown that the large-scale dynamics of Arakawa approximations is similar to the theoretical predictions for an ideal fluid. The possibility of application of the theory of Cesaro convergence (time averaging) for the solution of the problem of unsteadiness of final states and the problem of achievement of equilibrium states are considered.

In a paper by Dymnikov and Perezhogin (2018) published in the memorial issue of Izvestiya, Atmospheric and Oceanic Physics journal dedicated to the centenary of birth of A.M. Obukhov, statistical properties of different finite-dimensional approximations of two-dimensional ideal fluid equations are studied. A special class of approximations introduced by A.M. Obukhov (systems of hydrodynamic type) is considered. Vorticity distributions over area and quasi-equilibrium coherent structures are studied. These coherent structures are compared to structures occurring in a viscous fluid with random forcing.

Gritsun and Lucarini (2017) study the response of a simple quasi-geostrophic barotropic model of the atmosphere to various classes of perturbations affecting its forcing and its dissipation using the formalism of the Ruelle response theory. They investigate the geometry of such perturbations by constructing the covariant Lyapunov vectors of the unperturbed system and discover in one specific case – orographic forcing – a substantial projection of the forcing onto the stable directions of the flow. This results into a resonant response shaped as a Rossby-like wave that has no resemblance to the unforced variability in the same range of spatial and temporal scales. Such a climatic surprise corresponds to a violation of the fluctuation–dissipation theorem, in
agreement with the basic tenets of nonequilibrium statistical mechanics. The resonance can be attributed to a specific group of rarely visited unstable periodic orbits of the unperturbed system. The obtained results reinforce the idea of using basic methods of nonequilibrium statistical mechanics and high-dimensional chaotic dynamical systems to approach the problem of understanding climate dynamics.

The nonlinear dynamics of long-wave perturbations of the inviscid Kolmogorov flow, which models periodically varying in the horizontal direction geophysical flows, either atmospheric motions or oceanic currents, is studied in (Kalashnik and Kurgansky, 2018). To describe this dynamics, the Galerkin method with basis functions representing the first three terms in the expansion of spatially periodic perturbations in the trigonometric series is used. The orthogonality conditions for these functions formulate a nonlinear system of partial differential equations for the expansion coefficients. Based on the asymptotic solutions of this system, a linear, quasilinear, and nonlinear stage of perturbation dynamics is identified. It is shown that the time-dependent growth of perturbations during the first two stages is succeeded by the stage of stable nonlinear oscillations. The corresponding oscillations are described by the oscillator equation containing a cubic nonlinearity, which is integrated in terms of elliptic functions. An analytical formula for the period of oscillations is obtained, which determines its dependence on the amplitude of the initial perturbation. Structural features of the field of the stream function of the perturbed flow are described, associated with the formation of closed vortex cells and meandering flow between them. As a supplement, an asymptotic analysis of nonlinear dynamics of long-wave perturbations superimposed on a damped by small viscosity Kolmogorov flow (very large, but finite Reynolds numbers) is made. It is strictly shown that all velocity components of the perturbed flow remain bounded in this case.

Enstrophy in a fluid relates to the dissipation tendency in a fluid that has use in studying turbulent flows. It also corresponds to vorticity as kinetic energy does to velocity. Earlier work showed that the integrated regional enstrophy (IRE) was related to the sum of the positive Lyapunov exponents. Lyapunov exponents are the characteristic exponent(s) of a dynamic system or a measure of the divergence/convergence of system trajectories that are initially close together. Relatively high values of IRE derived from an atmospheric flow field in the study of atmospheric blocking was identified with the onset/demise of blocking events, but also transitions of the large-scale flow in general. Kolmogorov – Sinai Entropy (KSE), also known as metric entropy, is related to the sum of the positive Lyapunov exponents as well. This quantity can be thought of as a measure of predictability (higher values, less predictability) and will be
non-zero for a chaotic system. Thus, the measure of IRE is related to KSE as well. The study by Jensen et al. (2017) shows that relatively low (high) values of IRE derived from atmospheric flows correspond to a more stable (transitioning) large-scale flow with a greater (lesser) degree of predictability and KSE. The transition is least predictable and should be associated with higher IRE and KSE.

The dynamic character of an enstrophy-based diagnostic, previously used in the study of atmospheric blocking, is examined by Jensen et al. (2018), in near-term future simulations from the Institut Pierre Simon Laplace Climate Model version 4 (IPSL-CM4) and version 5 (IPSL-CM5) climate models of the Northern Hemisphere flow for moderate climate change scenarios. Previous research has shown that integrated regional enstrophy (IE) increases during blocking onset and decay, which is a reflection of planetary-scale instability. In addition, IE has been shown previously to increase during flow regime transitions in general, even those not associated with blocking events. Here, a 31-year IE diagnostic time series is examined for changes in short term (5–40 days) planetary-scale variability that may correspond to flow regime changes in an increased carbon dioxide environment. The time-series analysis herein indicates that the IE diagnostic provides evidence for approximately 30–35 atmospheric flow regime transitions per year in a warmer climate, which is similar to that of the control run and the latest 30-year observed climate, as derived from re-analyses. This result has implications regarding the predictability of weather in a warmer world.

Atmospheric convection is a fundamentally important mechanism responsible for the generation of kinetic energy of atmospheric motion, and several papers are devoted to its study.

In Sukhanovskii et al. (2016a), convection over a localized heat source in a cylindrical layer was studied experimentally and numerically for fluids with different values of Prandtl number. A basic flow produced by a horizontal temperature gradient occupies the whole layer and leads to unstable temperature stratification over the heating area and the formation of a complex system of secondary flows. The main focus of the study was the spatial and temporal evolution of small-scale convective structures in the boundary layer of a basic flow. Transitions from transverse rolls to radial rolls and further to their superposition were found in experiment and numerical simulation. Various types of visualization revealed co-existence of different kinds of secondary flows. Complex convective patterns over the heating area are temporally periodic. The characteristic frequency of transverse rolls depends on Rayleigh number for a wide range of governing parameters.
An experimental study of the steady-state cyclonic vortex from an isolated heat source in a rotating fluid layer is described in Sukhanovskii et al. (2016b). The structure of the laboratory cyclonic vortex is similar to the typical structure of tropical cyclones from observational data and numerical modelling, including secondary flows in the boundary layer. Different constraints of the steady-state hurricane-like vortex were studied. The three main dimensional parameters that define the vortex structure for a fixed geometry – heat flux, rotation rate and viscosity – were varied independently. Characteristics of the steady-state cyclonic vortex were measured experimentally for different values of kinematic viscosity (from 5 to 25 cSt), rotation rate (from 0.04 to 0.17 rad s\(^{-1}\)) and heat flux (from 1 to 4.6 kW m\(^{-2}\)). The crucial importance for the vortex formation has angular momentum exchange in the viscous boundary layer. It was shown that viscosity is one of the main parameters that define the steady-state vortex structure. Increasing the kinematic viscosity may substantially suppress the cyclonic motion for fixed values of buoyancy flux and rotation rate. Strong competition between buoyancy and rotation provides the optimal ratio of the heat flux and rotation rate for achieving a cyclonic vortex of maximal intensity. It was found that relatively small variation of the rotation rate for the fluids with low kinematic viscosity may remarkably change the cyclonic vortex structure and intensity.

In Sukhanovskii et al. (2017b), the secondary flows of different types were studied in a boundary layer of cyclonic vortex over localized heater. Near the periphery of the heating area system of horizontal rolls oriented along the basic flow is formed. Thermal plumes which are originated between counter-rotating horizontal rolls are pushed to the centre by basic flow and create spiral bands. Both types of observed secondary flows (rolls and spiral bands) are of convective nature. Cyclonic vortex becomes unstable at low values of viscosity and fast rotation of the experimental model. The instability of the vortex is tightly connected with a structure of the radial inflow. For moderate values of rotational Reynolds number Re the radial flows consist of several branches which transport angular momentum to the centre of the model. When Re exceeds critical value (about 23) radial inflow changes its structure and appears as one wide branch which does not reach the centre. As a result, the vortex that slowly moves around the centre is formed instead of the vortex localized in the centre. Further increase of Re leads to chaotic state with several vortices which appears at different locations near the periphery of the heating area. The map of regimes with stable and unstable vortices is presented. The applicability of experimental results to the formation of large-scale atmospheric vortices is discussed.

In traditional theoretical models of convection from isolated sources, the results usually depend little on their sizes: convective jets and isolated thermals rapidly “forget” the source geometry. However, new problems in which the
sizes of a source are relatively large and can significantly influence results have recently become important. These are, for example, problems of the dynamics of intensive methane emissions of geologic origin. The paper by Ingel (2016) generalizes some well-known integral models of thermals and jets. Although these simple schemes cannot compete with complicated numerical models in describing the spatial structure of the currents, they are shown to be able to reproduce a number of important numerical results rather well (the height and time of the rise of convective elements) and, moreover, to find clear physical laws and determine explicit dependences on parameters of the problem.

In Ingel (2018d) the nonlinear integral model of a turbulent thermal is extended onto the case of the non-zero horizontal component of its motion relative to the medium (e.g., thermal floating-up in shear flow). In contrast to traditional models, the possibility of a heat source in the thermal is taken into account. For a piecewise constant vertical profile of the horizontal velocity of the medium, analytical solutions are obtained which describe different modes of dynamics of thermals. The nonlinear interaction between the horizontal and vertical components of thermal motion is studied because each of the components influences the rate of entrainment of the surrounding medium, i.e., the growth rate of the thermal size and, hence, its mobility. It is shown that the enhancement of the entrainment of the medium due to the interaction between the thermal and the cross flow can lead to a significant decrease in the mobility of the thermal.

Ingel (2018c) presents results of theoretical assessments referring to the convection that appears above a “cold spot” on a horizontal surface. Consideration is given to the case of thermal inhomogeneities with fairly large amplitude where one cannot restrict oneself to a linear approximation. An analog of the Rayleigh number proportional to the amplitude of the temperature deviation and to the cube of the horizontal scale of the thermal inhomogeneity is a dimensionless criterion. From simple physical considerations and the scaling analysis, the author has obtained explicit analytical expressions for the depth (height) of penetration of thermal perturbations into a medium and for the amplitudes of convection-velocity components. These results are in good agreement with the experimental data available in the literature. The Nusselt number is proportional to the analog of the Rayleigh number to power 1/5; here, from a comparison with the experimental results, it follows that the proportionality factor is of the order of unity. The influence of the convection in question on the transfer of a passive impurity has been determined.

The linear hydrodynamic instability of the spatially periodic system of updrafts and downdrafts in a stably stratified atmosphere is studied in Kalashnik and Kurgansky (2018). Such formulation of the problem is used to simulate the
cloud systems observed in the atmosphere, when the zones of up drafts correspond to clouds and those of downdrafts correspond to intercloud intervals. A rather unexpected conclusion was made that the consideration of turbulent viscosity and thermal conductivity of the atmosphere as well as of radiative cooling leads to the instability at the Richardson numbers exceeding the critical value of 1/8 for the nondissipative case.

The classical Rayleigh theory of convective instability of a viscous and heat conductive rotating atmospheric layer is generalized in Shmerlin et al. (2015) to the case of phase transitions of water vapor both for the precipitation convection (PC) and for the nonprecipitation (NPC) one. A principal difference is stated between moist convection and Rayleigh convection, on the one hand, and PC and NPC, on the other hand. In particular, the instability region on the plane of model parameters turned out to generally consist of two subregions, in one of which the localized axisymmetric disturbances with a tropical cyclone (hurricane) structure have the highest growth rate. In case of PC the ascending motions on the axis of symmetry correspond to such disturbances, in case of NPC a spontaneous growth of localized vortices both with ascending and descending motions on the axis is possible. Under other parameters values in case of PC spatially periodic cloud structures (convective rolls or closed cloud cells) have the highest growth rate and in case of NPC–mesoscale systems of convective rolls or mesoscale cloud clusters with annular cloud structures.

The problem of convective instability of an atmospheric layer containing finite horizontally domain filled with cloud medium is considered by Shmerlin and Shmerlin (2017). The exponentially increasing in time problem solutions are created. These solutions have the form either of solitary cloud rolls or of systems of convective cloud rolls localized in space. In case of axisymmetry their analogues are convective vortexes both with ascending and descending motions on the axis of symmetry as well as cloud clusters with annular convective structures. Depending on the anisotropy of the turbulent mixing vortices scale changes from the scale of a tornado to the scale of a tropical cyclone. The solutions with descending motions on the axis can correspond to the formation of tonando “trunk” or “the eye of the storm” in tropical cyclones.

Some papers were devoted to the study of intense convective atmospheric vortices: tropical cyclones, tornadoes and dust devils.

The paper by Sukhanovskii et al. (2018) presents laboratory model of tropical cyclone with controlled forcing and describes the technology to integrate a measurement system and a supercomputer. Procedures of real-time data acquisition, storing and processing, specifics of PIV and heating control systems integration are described. A series of experiments with laboratory analogue of tropical cyclone using feedback between velocity and a heating is carried out. It is found that imposed temperature difference defines the mean radial velocity
and intensity of the vortex. It is shown that the relationship between velocity and heat release is of crucial importance for the cyclonic vortex formation.

A numerical diagnosis of tropical cyclogenesis in a quiescent, rotating environment is presented in (Levina and Montgomery, 2015) to suggest an answer to the question “When Will Cyclogenesis Commence Given a Favorable Tropical Environment?”. The author’s research approach employs near-cloud-resolving numerical simulations to quantitatively analyze helical self-organization of moist-convective atmospheric turbulence. The simulations permit a diagnosis of cyclogenesis when the primary and secondary circulations in a forming hurricane vortex become linked by special convective coherent structures – Vortical Hot Towers (VHTs). The VHTs are argued to be intrinsic elements of the turbulent vortex dynamo in the tropical atmosphere of the Earth. It is discussed how the generated linkage makes the nascent vortex an integral helical system, supporting a positive feedback between the circulations. The feedback is sustained by only modest fluxes of latent heat from the underlying ocean, convective instability and vortical convection. The feedback indicates a release of potential energy that is converted into kinetic energy of developing large-scale helical vortex. Energy exchange between the primary and secondary circulation and their further mutual intensification is inferred from the numerical experiments.

Based on similarity arguments, Kurgansky (2015) proposed a simple fluid dynamic model of tornado-like vortices that, with account for “vortex breakdown” at a certain height above the ground, relates the maximal azimuthal velocity in the vortex, reachable near the ground surface, to the convective available potential energy (CAPE) stored in the environmental atmosphere under pre-tornado conditions. The relative proportion of the helicity (kinetic energy) destruction (dissipation) in the “vortex breakdown” zone and, accordingly, within the surface boundary layer beneath the vortex is evaluated. These considerations form the basis of the dynamic-statistical analysis of the relationship between the tornado intensity and the CAPE budget in the surrounding atmosphere.

Studies of dust devils, and their impact on society, are reviewed by Lorenz et al. (2016). Dust devils have been noted since antiquity, and have been documented in many countries, as well as on the planet Mars. As time-variable vortex entities, they have become a cultural motif. Three major stimuli of dust devil research are identified, nuclear testing, terrestrial climate studies, and perhaps most significantly, Mars research. Dust devils present an occasional safety hazard to light structures and have caused several deaths. Simple analytical models for the flow structure of dust devils in steady state, and a “thermophysical” scaling theory that explains how these flow structures are maintained are re-
viewed in Kurgansky et al. (2016). Then, results from high-resolution numerical simulations are used to provide insights into the structure of dust-devil-like vortices and study the impact of surface roughness on them. The article concludes with an overview of the influence of lofted dust on the flow structure of dust devils and a discussion of open questions. The papers by Lorenz et al. (2016) and Kurgansky et al. (2016) are reprinted in the book (Dust Devils, 2017).

A self-consistent hydrodynamic model for the solar heating-driven onset of a dust devil vortex is derived and analyzed by Horton et al (2016). The toroidal flows and vertical velocity fields are driven by an instability that arises from the inversion of the mass density stratification produced by solar heating of the sandy surface soil. The nonlinear dynamics in the primary temperature gradient-driven vertical airflows drives a secondary toroidal vortex flow through a parametric interaction in the nonlinear structures. While an external tangential shear flow may initiate energy transfer to the toroidal vortex flow, the nonlinear interactions dominate the transfer of vertical-radial flows into a fast toroidal flow. This secondary flow has a vertical vorticity, while the primary thermal gradient-driven flow produces the toroidal vorticity. Simulations for the complex nonlinear structure are carried out with the passive convection of sand as test particles. Triboelectric charging modeling of the dust is used to estimate the charging of the sand particles. Parameters for a Dust Devil laboratory experiment are proposed considering various working gases and dust particle parameters. The nonlinear dynamics of the toroidal flow driven by the temperature gradient is of generic interest for both neutral gases and plasmas. A new type of “explosively growing” vortex structure is investigated theoretically in the framework of ideal fluid hydrodynamics by Onishchenko et al. (2016). It is shown that dust-devil-like vortex structures may arise in convectively unstable atmospheric layers containing background vorticity. From an exact analytical vortex solution the vertical vorticity structure and toroidal speed are derived and analyzed. The assumption that vorticity is constant with height leads to a solution that grows explosively when the flow is inviscid. The results shown are in agreement with observations and laboratory experiments.

Intense atmospheric vortices are characterized by non-zero helicity of the velocity field. The following papers were devoted to the study of the dynamic aspects of helicity, which also have a general hydrodynamic significance.

An overview on the helicity of the velocity field and the role played by this concept in modern research in the field of geophysical fluid dynamics and dynamic meteorology is given by Kurgansky (2017). Different (both previously known in the literature and first presented) formulations of the equation of helicity balance in atmospheric motions (including those with allowance for effects of air compressibility and Earth’s rotation) are brought together. Equations and relationships are given which are valid in different approximations
accepted in dynamic meteorology: Boussinesq approximation, quasi-static approximation, and quasi-geostrophic approximation. Emphasis is placed on the analysis of helicity budget in large-scale quasi-geostrophic systems of motion; a formula for the helicity flux across the upper boundary of the nonlinear Ekman boundary layer is given, and this flux is shown to be exactly compensated for by the helicity destruction inside the Ekman boundary layer.

A numerical analysis of the process of helicity generation in the tropical atmosphere of the Earth was carried out by Levina et al. (2017). The study was performed based on post-processing of the US data of cloud-resolving numerical simulation of tropical cyclones obtained by using the model RAMS – Regional Atmospheric Modeling System (Montgomery et al., 2006). A mechanism is discussed that generates the vertical vorticity and helicity in the tropical atmosphere due to the interaction of cloud convection with vertical shear of horizontal velocity. In connection with the fact that in all known examples of large-scale instabilities found in helical turbulent media there exist excitation thresholds dependent on helicity magnitude, in this work, the close attention is paid to the influence of the initial conditions on helicity generation during the first hours of the experiments. Helical flow characteristics were calculated and compared for two numerical experiments, in one of which an initial weak large-scale vortex disturbance was specified in the middle troposphere while in the other, the initial vortex was absent. The discussion is offered for the influence on helicity generation of a local heating at low levels of the troposphere, which was applied during the initial 300 seconds of experiments in order to accelerate development of cloud convection. A process is considered of generation, by the local heating, of a single intense helical cloud structure – the vortical hot tower (VHT) that reached its maximal intensity within the first 1–2 hours. Quantitative analysis of helicity generation by the single VHT was carried out for two different scenarios.

In Teimurazov et al. (2017), convective flows from localized heater in a rotating layer were studied numerically in a three-dimensional non-stationary formulation. Distribution of helicity, its mean and fluctuating contributions were simulated for two specific regimes. In the first one the stable cyclonic vortex and intensive convective jet produce substantial amount of helicity near the axis of rotation. In the second one convective flow is more chaotic, cyclonic vortex appears at some distance from the center and as a result helicity is more dispersed in the lower layer of the fluid. Helicity in a described system is characterized by high level of pulsations. Spatial and temporal variations of helicity sources were analysed using equation for helicity balance. Time variations of viscous term and buoyancy term in helicity equation strongly exceed variations of other terms and the helicity time derivative. In a described system the buoy-
ancy term is a source of helicity and viscous term is a sink. It was found that they are in antiphase and compensate each other.

Experimental and numerical study of the steady-state cyclonic vortex from isolated heat source in a rotating fluid layer is described in Sukhanovskii et al. (2017a). The structure of laboratory cyclonic vortex is similar to the typical structure of tropical cyclones from observational data and numerical modelling including secondary flows in the boundary layer. Differential characteristics of the flow were studied by numerical simulation using CFD software FlowVision. Helicity distribution in a rotating fluid layer with localized heat source was analysed. Two mechanisms which play role in helicity generation are found. The first one is the strong correlation of cyclonic vortex and intensive upward motion in the central part of the vessel. The second one is due to large gradients of velocity on the periphery. The integral helicity in the considered case is substantial and its relative level is high.

Currently, there is a keen interest in a fundamental question on the possibility of a cyclone-anticyclone asymmetry, which is principally absent in the classical formulation, based on the Charney–Obukhov equation for the quasi-geostrophic potential vorticity.

The cyclone–anticyclone asymmetry is found in atmospheric and oceanic processes, laboratory experiments, and numerical calculations. This is manifested, in particular, in their different frequency. Mokhov et al. (2015) analyze the effects of cyclone–anticyclone asymmetry in the atmosphere of the extratropical latitudes of the Northern Hemisphere in different seasons depending on the size of the atmospheric vortices and their lifetime. The authors also obtained the results of comparative analysis for extratropical cyclones and anticyclones with the characteristic radius not exceeding 1500 km (less than the Obukhov radius for the barotropic atmosphere) and durations not longer than two weeks.

The manifestations of the cyclone-anticyclone asymmetry on the stability of rotating shear flows are investigated by Kalashnik et al. (2016) both theoretically and experimentally. The stability of certain classes of shear flows, namely, rotating tangential discontinuities and flows with a constant shear, is analyzed. The dependence of the disturbance growth rate on the sign and absolute value of the shear is determined. The three-dimensional disturbances leading to longitudinal flow modulations are shown to be most dangerous. The results of the observations of the cyclone-anticyclone asymmetry effect in the laboratory conditions are presented.

Wind-speed distributions in atmospheric upper air jet streams have a horizontal asymmetry: the wind shear on the northern (cyclonic) side of the jet is larger than that on the southern (anticyclonic) side. The paper by Kalashnik et al. (2017) suggests an explanation of this feature on the basis of the theory of
nonlinear geostrophic adjustment. Simple theoretical estimates are obtained for
the asymmetry coefficient of the speed profile. It is shown that the asymmetry
increases with the Rossby number (with a jet-stream velocity). Results of the
statistical analysis of the horizontal asymmetry of jet streams from Earth’s sat-
ellite measurements are described.

Considerable attention was drawn to the classical Eady model of baroclinic
instability and to a variety of fluid dynamical problems which can be formulat-
ed and solved within the Eady model framework.

A nongeostrophic version of the classical problem of zonal flow instability
with constant shear (the Eady problem) is considered by Kalashnik (2015a).
The linearized set of dynamic equations for two-dimensional disturbances is
reduced to a single wave-type second-order equation relative to modified pres-
sure (a linear combination of pressure and stream function). Dynamic features
of disturbances with zero potential vorticity are studied in the framework of the
equations formulated. Asymptotic solutions of the spectral problem of hydro-
dynamic stability theory are derived. The initial-value problem at large Rich-
ardson numbers is considered using multiple-time-scale expansions. The solu-
tion to the problem is represented as the sum of fast (wave) and slow (quasi-
geostrophic) components. In the unstable regime, the slow component describes
baroclinic waves (cyclones and anticyclones) generated by inhomogeneous
initial buoyancy (potential temperature) distributions at the boundaries.

The structure of baroclinic waves in a geostrophic flow with a constant ver-
tical shear (Eady model) is very consistent with that of atmospheric vortex for-
mations. The paper by Kalashnik (2015b) proposes an approach to describing
the generation of these waves by initial perturbations of potential vorticity
(PV). Within the framework of the suggested approach, the solution to the ini-
tial-value problem for a quasi-geostrophic form of the PV transport equation is
represented as a sum of the wave and vortex components with zero and nonzero
PV, respectively. A set of ordinary differential equations with the right-hand
side dependent on the vertical PV distribution is formulated using Green func-
tions for the amplitude of the wave component (amplitude of excited baroclinic
waves). The solution provides a simple description of the resonant and quasi-
resonant baroclinic-wave excitation effects under which the wave amplitude
grows according to the linear or logarithmic laws. These types of excitation
take place for singular and discontinuous initial PV distributions if the frequen-
cies of the wave and vortex components coincide. Smooth distributions gener-
ate finite-amplitude waves.

Edge baroclinic waves are generated in a geostrophic flow with a vertical
shear near a solid surface. Kalashnik et al. (2018) investigate a new class of
baroclinic waves in flows with horizontal and vertical shears and a linear distri-
bution of potential vorticity. It is shown that taking account of the horizontal shear leads to the appearance of new features of wave dynamics. These include the nonmodal growth of energy in the initial stage of development, the time dependence of the vertical wave scale, and the possibility of generation of stationary or blocked waves. The horizontal shear makes the mechanism of generation of baroclinic waves by initial vortex perturbations more efficient. One important feature is associated with vortex paths, which are formed by the superposition of a baroclinic wave on the flow with horizontal shear.

In the Eady model of baroclinic instability, numerical methods of variational calculations are usually used to find optimal disturbances. In the work by Kalashnik and Chkhetiani (2018), a simple physical approach, which makes it possible to analytically determine the parameters of optimal disturbances, is proposed. This approach is based on the energy balance equation and explicit expressions for energy functionals, which follow from the representation of disturbances through the superposition of edge Rossby waves. The corresponding expressions are the functions of initial-disturbance parameters, and determining optimal parameters is reduced to studying these functions for an extremum in a standard way. The amplitudes of initial buoyancy distributions at atmospheric-layer boundaries and phase shifts between these distributions are used as parameters for disturbances with zero potential vorticity. An analytical formula for an optimal phase shift, which determines its dependence on wavenumber and optimization time, is obtained. It is also shown that optimal disturbances always have equal boundary amplitudes. The parameters of optimal disturbances are compared with those of growing normal modes. It is found that there is only one exponentially growing normal mode, which is an optimal disturbance. In this case, the wavenumber of this mode differs from that of a normal mode with maximum growth increment.

The quasi-geostrophic dynamics of disturbances of a flow with a vertical shear is described in Kalashnik (2018) by a transport equation for potential vorticity. Wave solutions of this equation are represented by edge baroclinic waves (modes in a discrete spectrum) and singular modes in a continuous spectrum. When frequencies of these modes coincide, the effect of resonant excitation occurs in which the amplitude of baroclinic waves increases linearly. This paper studies this effect in the presence of Ekman bottom friction. It is shown that friction suppresses linear wave growth and gives rise to baroclinic waves of finite amplitude.

There are also papers on the general dynamics of the atmosphere, which can conditionally be classified as “Miscellaneous”.

Ingel (2015a) derived an approximate analytical solution of the one-dimensional problem of steady oscillations of a rotating viscous fluid subjected
to harmonic-in-time shear stresses on the horizontal boundary. The solution demonstrates the resonance amplification of the oscillation amplitude and the depth of their penetration into the fluid as the excitation frequency approaches the inertial frequency. At latitudes $\pm 30^\circ$, the frequency of diurnal variations in the atmosphere coincides with the inertial one; this may be associated with some resonance phenomena in the atmosphere and water bodies. In (Ingel, 2015b) the problem of a response from a stably stratified fluid to the action of vertically extended harmonic heat and momentum sources is solved analytically. Emphasis is placed on the high sensitivity of such fluids to actions with frequencies close to the buoyancy frequency.

Ingel (2018a) generalized a Prandtl slope flow model onto the case with a homogeneous stationary source of a heavy admixture that significantly changes the medium density. A stationary analytical solution for a velocity of arising flows, temperature deviations, and admixture distribution is obtained. The model describes, for example, some special features of the dynamics of a ground snowstorm above a slope surface. Paradoxical properties of the classical Prandtl solution for flows occurring in a semibounded liquid (gaseous) medium above an infinite homogeneously cooled/heated inclined plane are analyzed in Ingel (2018b). In particular, the maximum velocity of steady-state slope flow is independent, according to this solution, of the angle of inclination. Consequently, there is no transition to the limit case of zero angle where the cooling/heating is unlikely to give rise to homogeneous horizontal flows. It is shown that no paradoxes arise if buoyancy sources of infinite spatial scale are not considered, which act infinitely long. It follows from this results that, in particular, the solution of the problem for a semi-bounded medium above a homogeneously cooled surface in the gravity field is unstable to small deviations of this surface from horizontal.

It is known long ago that atmospheric processes lead to generation of the seismic signals. But for a long time seismologists considered them only as a noise. In the recent years, the additional motivations appeared for study of such signals. There are two different aspects: (1) seismic signals as a source of information (prompt recording of hazardous phenomena, monitoring, warning system, forecasting for very short periods); (2) dramatic effects: possible influence of atmospheric processes on a seismic activity. The article by Yaroshevich et al. (2014) presents some of the relevant results of the authors obtained in recent years.

The horizontal movement of inertial particles in the intense vortices, where the centrifugal force can be substantially higher than the gravity, is studied analytically by Ingel (2017). A similar problem was studied earlier for small
(Stokes) particles at low Reynolds numbers, which allow one to be limited to the linear resistance law. It is shown that the previous results to a great extent can be extrapolated onto the case of considerably heavier particles (e.g., water droplets with a diameter up to 1 mm at Reynolds numbers up to $10^3$). The nonlinear nature of the resistance, i.e., its dependence on the particle velocity relative to the medium, should be taken into account for such particles. Some general laws are established for particle dynamics in vortex flows. In particular, their tangential velocity is close to the velocity of the medium, while the radial velocity is substantially lower (it is close on the order of magnitude to the geometric mean of the particle tangential velocity and the difference between the latter and the tangential velocity of the medium). The limits of applicability of the results are found, i.e., the restrictions on the size and mass/density of particles.

In Ingel and Makosko (2015) linear disturbances induced by gravity-field inhomogeneities in a horizontal stratified flow with a vertical shear are calculated analytically. In addition to being dependent on the amplitude of these inhomogeneities, disturbances depend strongly on their horizontal scales, background flow velocity, stratification, and Coriolis parameter. The most important governing dimensionless parameters are the Froude number (the ratio of inertial forces and buoyancy) and the Burger number (the ratio of the effect of rotation to the effect of stratification). The analytical solutions derived show that the influence of inhomogeneities of the gravitational field on atmospheric flows can be significant in some cases. Physical generation mechanisms of these disturbances are analyzed.

A theoretical problem of linear stationary disturbances of the background geostrophic flow of a stratified rotating medium (atmosphere) that are induced by inhomogeneities of the gravitational field is considered by Ingel and Makosko (2017). There is a common belief that such inhomogeneities may only somewhat deform (distort) the state of hydrostatic equilibrium, but cannot affect the dynamics of the flow in the atmosphere. Generally, the problem statement is different for the processes over a solid surface and a water surface, because a water surface (the lower boundary condition for the atmosphere) is deformed by inhomogeneities of the gravitational field. The problem of disturbances over a water surface has been considered in recent papers of the authors; in this paper, the results are developed and significantly revised. The emphasis is on disturbances over a flat horizontal surface, which were not examined before. From the analytical solutions, it follows that the influence of inhomogeneities of the gravitational field on the atmospheric flows may be significant in some cases.

One possible mechanism for the effect of gravity-field inhomogeneities (GFIs) on the atmosphere dynamics has been investigated theoretically by Ingel
and Makosko (2018). It is shown that the vertical heat exchange in an air layer in an inhomogeneous gravity field can disrupt the state of hydrostatic equilibrium and lead to the generation of vortex flows. Estimates of the amplitude of velocity perturbations are made on the basis of a linear stationary hydrodynamic model that takes planetary rotation into account. The magnitude of the horizontal component of the velocity can reach values on the order of the product of the buoyancy frequency and a geoid deviation from a uniform Earth ellipsoid. The amplitude of the emerging vertical motions, in addition to the parameters mentioned, also depends on the intensity of the turbulent exchange and horizontal scales of the inhomogeneities.

In Nigmatulin (2018), hydrodynamic and thermodynamic equations for the atmosphere are considered on the meteorological and climatic scales where the inertial forces are negligibly small in comparison with gravity. In this case, the inertia of the horizontal velocity and temperature has an effect. For such a vertically quasi-static flow, an equation for the vertical velocity distribution is obtained that is asymptotically exact in density, temperature, and horizontal velocity. A closed system of hydro- and thermodynamic equations is presented in which the pressure at each point is determined by the weight of the air column above this point. It is suggested that this system of equations should be used to calculate the climatic and meteorological processes in which the inertia of the horizontal velocity and the inertialess vertical velocity play an essential role.

The problem of the stability of an isolated jet flow and two counter-streaming jet flows in a rotating shallow-water layer is considered by Kalashnik and Chkhetiani (2016). These flows are described by exact solutions of the Charney–Obukhov equation with one or two discontinuities of the potential vorticity, respectively. The isolated jet flow is shown to be stable. For the system consisting of two jet flows the dependence of the characteristics of the unstable wave modes on a geometric parameter, namely, the ratio of the spacing between the jet axes to the deformation radius, is determined. On the basis of the contour dynamics method a weakly-nonlinear model of the longwave instability is developed.

The linear mechanism of generation of gravity waves by potential vorticity (PV) disturbances in flows with constant horizontal and vertical shears is studied by Kalashnik and Chkhetiani (2017). The case of the initial singular distribution of PV, in which the PV is localized in one coordinate and is periodic with respect to other coordinates, is considered. In a stratified rotating medium, such a distribution induces a vortex wave (continuous mode), the propagation of which is accompanied by the emission of gravity waves. To find the emission characteristics, a linearized system of dynamical equations is reduced to wave equations with sources that are proportional to the initial distributions of
PV. The asymptotic solutions of the equations are constructed for small Rossby numbers (horizontal shear) and large Richardson numbers (vertical shear). When passing through the inertial levels symmetrically located with respect to a vortex source, the behavior of the solutions for wave amplitudes radically changes. Directly in the vicinity of the source, the solutions are of monotonic character, corresponding to a quasi-geostrophic vortex wave. At long distances from the source, the solutions oscillate. The horizontal momentum flux and the Eliassen–Palm flux are estimated using asymptotic solutions. It is found that, within the indicated range of both Rossby and Richardson numbers, these fluxes are exponentially small: that is, the emission of waves is weak.

The question of the instability of internal gravity waves (IGWs) propagating at small angles to the vertical is re-visited in Kurgansky (2018). The case of an IGW of finite-amplitude propagating at a very small but finite angle to the vertical is considered. This angle serves as a small parameter in the problem, and the instability of such an IGW is investigated by using the Fourier method and the Sivashinsky integral relations. The analysis undertaken confirms the existence of short-wave instability for small IGW amplitudes and for an arbitrarily small value of their propagation angle to the vertical. For small viscosity and thermal conductivity of the fluid medium, the growth rate of the most unstable mode is proportional to the square of the amplitude of the IGW. The results obtained may be of interest for interpreting the results of observations and confirming the existence of turbulence in the middle atmosphere.

Some data on a high frequency infrasound recorded within a range of 2–16 Hz (voice of the sea) in the water area of the Black Sea are given in Perepelkin et al. (2015). Different parameters of the recorded infrasonic signal – the direction and phase velocity of arriving infrasonic waves, spectral composition, and coherence – have been studied. In the course of measurements, both wind and wave conditions in the water area of the Black Sea have been studied in detail. The collision of two atmospheric vortices was observed a few hours before the first arrivals of infrasonic waves, and the collision of differently directed sea waves was observed during infrasound recording. The direction of the arrivals of infrasonic waves coincides with the direction between the zone of collision of sea waves and the point of infrasound recording. The assumption was made that, in order to explain the observed infrasonic waves, it is necessary to use the mechanism responsible for the emission of infrasound into the atmosphere by standing surface wave formed due to the nonlinear interaction of surface waves propagating in opposite directions and to take into account the frequency filtering properties of both wind velocity and temperature stratifications of the atmosphere itself along the path of infrasound propagation. This assumption calls for additional verification.
Large-scale processes and the weather forecast

In recent years, the forecast quality of numerical weather prediction (NWP) models has steadily improved, mainly due to the possibility of increasing the resolution of the forecast models and the corresponding observational data assimilation system (DA), physical parametrizations and new high-performance computational methods. However, complex orography is still a problem for NWP models, mainly due to insufficient terrain resolution, but also due to physical parameterizations based on assumptions of horizontal homogeneity and flat terrain.

Assessment of the state of the environment from observational data is one of the most urgent tasks at present. The development of data assimilation (DA) methods for numerical weather prediction (NWP) models began with simple horizontal interpolation methods (Eliassen, 1954; Gandin, 1963) which gradually became three-dimensional and multi-element (Lorenc, 1981). Variational methods were developed to use the dynamics model in the DA process as early as the 1970s–1980s (Penenko and Obraztsov, 1976; Le Dimet and Talagrand, 1986) and is now being applied operatively. The various forms of Ensemble Kalman Filters (Evensen, 1994) that have emerged have begun to compete successfully with variational methods for DA in the atmosphere. Since each approach has its own unique advantages, scientists began to create hybrid combinations of these methods in order to take advantage of both. They are now becoming the main methods in DA for NWP in many operational forecast centers.

The data assimilation system requires a lot of observation data. In fact, there are two types of observations. The first type can be attributed to the usual observations (data from the network of synoptic stations (SYNOP), airborne sounding data, measurements from the buoys in the ocean, lidar measurements (LIDAR active sensing by laser beams from the earth's surface), radar measurements others). Today they are much less numerous than observations using remote sensing, which are carried out by instruments on satellites. However, routine observations are generally more accurate. In addition, they offer a direct assessment of the physical system data, in contrast to observations using remote sensing. For example, in 2014, 99% of the data processed at the European Center for Medium-Range Weather Forecasting (ECMWF) were satellite sensing data, but only 91.5% of the observations actually used in the analysis were remote sensing data (Bannister, 2017). From the point of view of data assimilation, satellite sounding has significantly improved the coverage of the globe, especially in the southern hemisphere covered mainly by oceans.
In recent years, the Kalman ensemble filter, in which the prediction error covariances are estimated using an ensemble of forecasts for perturbed initial fields, has become very popular.

In the article (Klimova, 2018) a variant of the Kalman stochastic ensemble filter is proposed, which is an ensemble smoothing algorithm, when ensemble smoothing is performed for the average value of the sample and then the perturbation ensemble is transformed. The proposed algorithm is stochastic. With the smoothing algorithm proposed in the article, model numerical experiments were carried out for a 1-dimensional model of transport and diffusion, in which the model parameter is estimated, namely, emission of a passive tracer. It should be noted that in problems of high dimensionality the ensemble Kalman filter (EnKF) is effective in use only with a small number of ensemble implementations.

Many of the modern DA methods are based on probabilistic methods that use the Bayesian approach. Tsyrulnikov and Rakitko (2017) proposed and tested a new ensemble filter that takes into account the uncertainty in the previous distribution. The filter is based on the conditional Gaussian state distribution taking into account the covariance matrices of the model error and the forecast error. The latter are treated as random matrices and are updated in the hierarchical Bayes scheme along with the state. It is assumed that the a priori distribution of the covariance matrices is the inverse of the Wishart distribution. The efficiency of the new filter has been tested in numerical experiments. Experiments have shown that using a new filter significantly improves the results compared to EnKF.

A generator of spatio-temporal pseudo-random Gaussian fields was proposed in (Tsyrulnikov and Gayfulin, 2017). The generator is designed to create disturbances that simulate the errors of numerical predictive models in geophysics. The generator was tested with the COSMO meteorological model as a source of additive space-time disturbance of prognostic fields.

The members of the ensemble of forecasts differ in the uncertainties of the initial conditions and in the uncertainties of the models themselves. The inclusion of stochastic schemes to represent model uncertainties allows us to improve the probabilistic estimates of the ensemble of forecasts by reducing the mean error over the ensemble. In the coming years, there will probably be a further increase in the use of ensemble methods in forecasting and assimilating observational data. This will increase the requirements for the methods used to disturb the prognostic model, especially in high-resolution models, in convectively-resolved models (1 km and lower grid resolution). Measurements of the parameters of the state of the atmosphere using instruments installed on the satellite began in the 1960s, but it was not until the 1990s that these observa-
tions began to contribute to the improvement of numerical weather forecasts. As is well known, data assimilation is a filtering processing, which uses known statistical properties of observation errors and a numerical model in which data are assimilated. It is also a process that corrects the state obtained using a numerical model using observations of the real state of the atmosphere.

This part is based on the well-known physical laws relating meteorological quantities (temperature, humidity, pressure, wind, etc.) with the observed ones. The effect of observations on the assimilation of data is determined by the sensitivity of a particular type of observation to a specific variable of the forecast model and the error of observation. In the case of satellite observations, most of the information is assimilated as measurement data of radiation in various wavelength ranges using radiometers and other instruments, these measurement data are sensitive to atmospheric temperature, humidity, gas concentrations, clouds and surface conditions. Given this, assessing the impact of satellite data can be quite complex.

Zaripov et al. (2016) address the problems of assimilation of observational data from satellite instruments AMSU-A and AIRS and evaluate the effect of their use in analyzing meteorological fields in Western Siberia. Experiments have shown that the DA system is functioning successfully; in winter, AMSU-A observational data somewhat improves the quality of the analysis and forecast fields; in the summer period, the effect of assimilation of satellite observations on the quality of forecasts is ambiguous.

Further development of the concept of environmental forecasting and design, implemented in the form of mathematical modeling technology was proposed in the articles (Penenko et al., 2015a,b, 2016, 2017). A feature of this concept is its focus on solving direct and inverse problems based on a variational principle in a formulation with weak constraints. The main provisions of the concept are presented on the example of joint models of hydrothermodynamics and atmospheric chemistry.

The dynamic downscaling method is applied when using atmospheric models in a limited area (LAM) for weather forecasting in a region or for modeling a regional climate with a higher resolution than a global model, which provides a regional climate model (RCM) with initial and boundary conditions, i.e. behaves as a steering (driving) global model. One distinct advantage of RCM application is its higher horizontal resolution, which enables the RCM to handle more realistically certain, critically important climate processes, such as clouds and land surface processes/features (e.g., topography), especially when RCM provides cloud-permitting resolutions to avoid the cumulus parameterization issues. Studies have shown that with more detailed information over mountain ranges and coastal regions, RCMs are capable of reproducing the formation of
mesoscale phenomena. The quality of RCM results also depends on the driving GCM information. For example, if the GCM misplaces storm tracks, there will be errors in the RCM’s precipitation climatology (Wilby et al., 2009). Additionally, different RCMs contain distinct dynamical schemes and physical parameters, which means that RCMs driven by the same GCM can produce different results.

It is well known that the main problems of the development of systems for the numerical weather prediction, with the rapid growth of computing power and various types of observation systems, are associated with a number of key areas: these are parametrization of physical and chemical processes, analysis and estimation of forecast uncertainty using ensembles and preparation of consistent initial and boundary conditions for predictions using observational data, as well as the development of supercomputer technologies for high-resolution numerical predictions.

In the article (Bedritskii et al., 2017) the main stages are considered of the process of Roshydromet forecast technologies modernization that started in the 1990s, especially those related to the use of super computers for operational numerical weather prediction (NWP) and to the development of supercomputer technologies for NWP with different lead times. Some outcomes of the modernization are presented.

The second stage of the work (2011–2014) on the implementation and development of the COSMO-Ru system of nonhydrostatic short-range weather forecasting is described in (Rivin et al., 2015). Demonstrated is how the research activities and ideas of G.I. Marchuk influenced modern methods for solving the systems of differential equations that describe atmospheric processes (in particular, the version of the Marchuk’s splitting method is used to find the solution of the finite-difference analog of the system of differential equations in the COSMO-Ru model); it is shown how he contributed to the development of the methods of assimilation of meteorological information associated with the use of adjoint equations. Given is a brief description of the COSMO model of the atmosphere and soil active layer, the COSMO-Ru system, and research activities on this system development.

Vil’fand et al. (2017) presented description numerical chemical weather prediction model COSMO-ART, which is used in operational mode. The COSMO-Ru7-ART system is able to simulate adequately the values of concentration of impurities in the atmosphere. The system includes the module for estimating the emission of pollutants to the atmosphere from forest fires that was successfully tested on the case of forest fires occurred in the summer of 2010 for the European part of Russia. The accurate forecast of pollutant concentration has also a positive effect on the air temperature forecast due to taking into account the aerosol feedback on radiation.
The global hydrodynamic atmosphere model SL-AV is applied in (Tolstykh et al., 2015) for operational medium range weather forecast and as a component of the probabilistic long-range forecast system. The review of the previous development of the model is presented and the model features are noted. The existing model versions are described. The unified multi-scale version of the model is developed on the basis of these versions. This version is intended both for numerical weather prediction and for modeling of climate changes. The numerical experiments on climate modeling with the developed multi-scale version are carried out according to the protocol of the international AMIP2 experiment. First results are presented. The possibility of application of the unified version of the SL-AV model for the medium-range weather forecast, and, after some development, for modeling of climate changes is shown.

The article by Tolstykh et al., (2017) presents the new dynamical core SL-AV model. SL-AV (semi-Lagrangian, based on the absolute vorticity equation) is a global hydrostatic atmospheric model. Its latest version, SL-AV20, provides global operational medium-range weather forecast with 20 km resolution over Russia. The lower-resolution configurations of SLAV20 are being tested for seasonal prediction and climate modeling. Its main features are a vorticity-divergence formulation at the unstaggered grid, high-order finite-difference approximations, semi-Lagrangian semi-implicit discretization and the reduced latitude–longitude grid with variable resolution in latitude. The accuracy of SL-AV20 numerical solutions using a reduced lat–lon grid and the variable resolution in latitude is tested with two idealized test cases. Accuracy and stability of SL-AV20 in the presence of the orography forcing are tested using the mountain-induced Rossby wave test case. The results of all three tests are in good agreement with other published model solutions. It is shown that the use of the reduced grid does not significantly affect the accuracy up to the 25% reduction in the number of grid points with respect to the regular grid. Variable resolution in latitude allows us to improve the accuracy of a solution in the region of interest.

The impact of last model improvements on forecast quality is studied in the paper (Tolstykh et al., 2018). Development of the multiscale version of the global atmosphere model SL-AV required many improvements in the dynamical core, refinement of parameterization algorithms and complex tuning of the model. These modifications were initially included in the climate version of the model and recently incorporated into the version for medium-range numerical weather prediction. The increase in accuracy of model climate characteristics has led to the reduction of forecast errors. The comparison of quality for numerical forecasts starting from initial data of Hydrometcentre of Russia and ECMWF is carried out. The effect of replacing the initial data turned out to be comparable to the effect of multi-year works on model development. This
shows the importance and necessity of development and improvement for Hydrometcentre of Russia data assimilation system.

Systematic errors in forecast near-surface air temperature (SAT) still constitute a considerable problem for numerical weather prediction (NWP) at high latitudes. Numerous studies in the past have attempted to reduce this problem through recalibration of physical parameterization schemes and better approximation of the surface energy budget. The errors, however, remain despite notable improvements in the overall weather forecast performance. Esau et al. (2018) look at the problem from a different perspective. They analyze asymmetries in the SAT forecast errors. Their study reveals a statistical pattern of warm SAT biases under cold weather conditions and cold SAT biases under warm weather conditions. The largest errors were found in shallow atmospheric boundary layers (ABLs). The study attributes the problem to the modeled excessive ABL thickness in northern Eurasia (the NEFI region). The ABL thickness is considered as a scaling factor controlling the efficacy of the applied surface heating. Too thick an ABL damps the magnitude and agility of the SAT response. The study utilized the operational model SL-AV of the Russian Hydrometeorological Centre. Two turbulence schemes were evaluated in the northern European and western Siberian regions of Russia against observations from 73 meteorological stations. The pTKE (old) scheme is based on the local balance of the turbulence characteristics. The TOUCANS (new) scheme incorporated the total turbulence energy equations in an energy-flux balance approach. Neither scheme uses the ABL thickness as a prognostic parameter. The study reveals that the SAT errors are consistent with the damped response of temperature and reduced agility of temperature fluctuations in too thick ABLs. The TOUCANS scheme did not improve those features, probably because it links the turbulent fluxes and the ABL thickness. The SAT errors in shallow ABLs persist in the new scheme. The study emphasizes the need for a closer look at the ABL thickness in the NWP models.

The paper by Bart and Starchenko (2015) presents an approach to specify initial and boundary conditions from the output data of global model SLAV for mesoscale modelling of atmospheric processes in areas not covered by meteorological observations. From the data and the model equations for a homogeneous atmospheric boundary layer the meteorological and turbulent characteristics of the atmospheric boundary layer are calculated.

The results of calculation of meteorological parameters using a meteorological model, TSU-NM3, as well as prediction of some indices of atmospheric air pollution in the city of Tomsk obtained from a mesoscale photochemical model are presented in Starchenko et al. (2015). The calculation results are compared with observational data on the atmosphere and pollutants.
The paper by Starchenko and Danilkin (2015) presents a non-steady three-dimensional eddy-resolving model intended for the simulation of non-isothermal turbulent separation flows in street canyons. For a subgrid-scale turbulence parameterization, the Smagorinsky gradient model is used. The calculation results demonstrate the effects of pollutant source location, street canyon size, main stream velocity and wall temperature difference on air pollution in the canyon.

The paper by Sitnikov et al. (2015) presents the results of forecasting meteorological conditions that promote aircrafts icing in the atmospheric boundary layer; the forecasting results were obtained based on mesoscale meteorological model TSU-NM3. Godske formula which is based on the calculation of saturation temperature above ice, NCEP method, and statistical method of Hydrometeorological Centre of Russia were used as criteria of probability of aircraft icing during take-off or landing. Numeric forecast results were compared with physical observations made in the atmospheric boundary layer in October 2012 at the Tomsk airport. A good agreement obtained provided an opportunity to be certain about the above approach viability.

One of the most difficult problems of weather forecasting is the prediction of precipitation, especially convective precipitation. Convection is usually initiated in response to the formation of local convergence of flow at the lower boundary with temperature and humidity differences, which are often associated with horizontal gradients of sources of surface heating. Numerical simulation of convection is usually ineffective, even with high-resolution models, due to the chaotic nature of these sediments. This is especially critical in the watershed areas. Forecast errors can occur due to the parametrization of physical processes, the uncertainty of the initial state of the atmosphere, the nature of the heterogeneity of the earth's surface (inhomogeneity of soil moisture content, surface temperature, orography, etc.).

The method of calculating snow accumulation using the prediction of precipitation fields for the mesoscale numerical atmospheric model, the prediction results using the WRF model of two cases of heavy snowfall, noted on October 18 and 23, 2014 in the Urals, analysis of the results of modeling the formation and evolution of mesoscale convective systems (ISS), accompanied by dangerous weather phenomena over the territory of the Western Urals are presented in the papers (Kalinin et al., 2015, 2016, 2017), where obtained estimates of precipitation prediction are compared with the estimates of the global GFS NCEP model. The results indicate that, as applied to the process under consideration, both models have approximately the same accuracy of the predicted amount of precipitation.
Storm surge is one of the most serious threats in the coastal regions of the seas. Accurate and timely numerical forecasting of surges is a critical task for mitigating the effects of natural disasters.

In the paper by Fomin and Diansky (2018) study was conducted of the most extreme for the period of instrumental observations since 1881, surges in the Taganrog Bay, which took place on March 24, 2013 and September 24, 2014, to study the characteristics of their formation and identify the requirements for accurate reproduction of the atmospheric and marine circulation in the Azov Sea. For this purpose, two versions of the marine circulation model INMOM (Institute of Numerical Mathematics Ocean Model) with a spatial resolution of \( \sim 4 \) km and \( \sim 250 \) m were used. Two types of data were used to specify the atmospheric forcing over the Black Sea region: Era-Interim reanalysis and WRF (Weather Reasearch and Forecast Model) models with spatial resolution of 80 and 10 km respectively.

Large-scale extreme weather/climate events, such as an extraordinary heat wave in the summer of 2010 over the European part of Russia, continued attracting attention of researchers.

The peculiarities of blocking conditions and weather anomalies over the East European Plain in the summer of 2010 are considered in Kislov et al. (2017) using the EOF analysis and vorticity equation. The EOF analysis simulates the time series of the anticyclone as a whole using the principal modes of temporal variability. The vorticity equation is transformed into the specific form which enables assessing the contribution of different factors to the development and lasting existence of blocking conditions.

As an index of the general atmospheric circulation over the hemisphere, it is proposed in Kurgansky (2018) to calculate the hemisphere-area-averaged (poleward of the latitude 20°) product of the Coriolis parameter \( f \) by the wind velocity squared \( U^2 \) at the upper boundary of the planetary boundary layer. In practical calculations, data on the wind velocity at an isobaric level of 850 hPa were used. Control calculations for the 900 hPa level gave similar results. It is shown that the index introduced adequately characterizes the seasonal and interannual variability of the general atmospheric circulation over both hemispheres. It was also suggested that the observed index maxima during the Northern Hemisphere summer (July) are in a certain correlation with the “heat waves”, in particular over Russia in 2010. This correlation can be explained by the fact that though long-term atmospheric blocking events that cause “heat waves” are characterized by low local values of \( fU^2 \), they are always accompanied by intensive cyclonic activity over the hemisphere, which both supports and feeds these blocking structures. Hence, in total, a higher value of this index is obtained.
Traditional research of various aspects of large-scale dynamics of the atmosphere was continued, including the study of a wide range of synoptic and climatically significant atmospheric processes on the Earth.

The El Niño Southern Oscillation (ENSO) amplitude is modulated at decadal timescales, which, over the last decades, has been related to the low-frequency changes in the frequency of occurrence of the two types of El Niño events, that is the Eastern Pacific (EP) and Central Pacific (CP) El Niños. Meanwhile ENSO is tightly linked to the intraseasonal tropical variability (ITV) that is generally enhanced prior to El Niño development and can act as a trigger of the event. In (Gushchina and Dewitte, 2018), the ITV/ENSO relationship was revisited taking into account changes in ENSO properties over the last six decades. The focus was on two main components of ITV, the Madden-Julian Oscillation (MJO) and convectively coupled equatorial Rossby waves (ER). It was shown that the ITV/ENSO relationship exhibits a decadal modulation that is not related in a straight-forward manner to the change in occurrence of El Niño types and Pacific decadal modes. However MJO predictive score related to EP El Niño is highly correlated to the Pacific decadal oscillation (PDO) with positive PDO phase being favorable for MJO contribution to ENSO development. The ER activity is enhanced prior to El Niño development over the whole period with a tendency to relate more to CP El Niño than to EP El Niño. The significant positive long-term trend of the ER predictive value is observed during last six decades. The statistics of the MJO and ER activity is consistent with the hypothesis that they can be considered a state-dependent noise for ENSO linked to distinct lower frequency climate modes.

Further in Matveeva et al. (2018) the relationship between ITV and ENSO was assessed based on models from the Coupled Model Intercomparison Project (CMIP) phase 5 (CMIP5) taking into account the so-called diversity of ENSO, that is, the existence of two types of events. As a first step, the models’ skill in simulating ENSO diversity was assessed. The characteristics of the ITV are then documented revealing a large dispersion within an ensemble of 16 models. A total of 11 models exhibit some skill in simulating the key aspects of the ITV for ENSO: the total variance along the Equator, the seasonal cycle and the characteristics of the propagation along the Equator of the MJO and ER. Five models that account realistically for both the two types of El Niño events and ITV characteristics are used for the further analysis of seasonal ITV-ENSO relationship. The results indicate a large dispersion among the models and an overall limited skill in accounting for the observed seasonal ITV-ENSO relationship. Implications of our results are discussed in light of recent studies on the forcing mechanism of ENSO diversity.
In Zahn et al. (2018), cyclones in the Arctic are detected and tracked in four different reanalysis data sets from 1981 to 2010. In great detail the spatial and seasonal patterns of changes are scrutinized with regards to their frequencies, depths, and sizes. The authors find common spatial patterns for their occurrences, with centers of main activity over the seas in winter, and more activity over land and over the North Pole in summer. The deep cyclones are more frequent in winter, and the number of weak cyclones peaks in summer. Overall, they find a good agreement of their tracking results across the different reanalyses. Regarding the frequency changes, they find strong decreases in the Barents Sea and along the Russian coast toward the North Pole and increases over most of the central Arctic Ocean and toward the Pacific in winter. Areas of increasing and decreasing frequencies are of similar size in winter. In summer there is a longish region of increase from the Laptev Sea toward Greenland, over the Canadian archipelago, and over some smaller regions west of Novaya Zemlya and over the Russia. The larger part of the Arctic experiences a frequency decrease. All the summer changes are found statistically unrelated to the winter patterns. In addition, the frequency changes are found unrelated to changes in cyclone depth and size. There is generally good agreement across the different reanalyses in the spatial patterns of the trend sign. However, the magnitudes of changes in a particular region may strongly differ across the data.

Characteristics of cyclones (frequency, intensity and size) and their changes in the Arctic region in a warmer climate have been analyzed in Akperov et al. (2015) with the use of the HIRHAM regional climate model simulations with SRES-A1B anthropogenic scenario for the twenty first century. The focus was on cyclones for the warm (April–September) and cold (October–March) seasons. The present-day cyclonic characteristics from HIRHAM simulations are in general agreement with those from ERA-40 reanalysis data. Differences noted for the frequency of cyclones are related with different spatial resolution in the model simulations and reanalysis data. Potential future changes in cyclone characteristics at the end of the twenty first century have been analyzed. According to the model simulations, the frequency of cyclones is increasing in warm seasons and decreasing in cold seasons for a warmer climate in the twenty first century, but these changes are statistically insignificant. Noticeable changes were detected for the intensity and size of cyclones for the both seasons. Significant increase was found for the frequency of weak cyclones during cold season. Further, a general increase in the frequency of small cyclones was calculated in cold seasons, while its frequency decreases in warm seasons.

The ability of state-of-the-art regional climate models to simulate cyclone activity in the Arctic is assessed in Akperov et al. (2018) based on an ensemble of 13 simulations from 11 models from the Arctic-CORDEX initiative. Some models employ large-scale spectral nudging techniques. Cyclone characteristics
simulated by the ensemble are compared with the results forced by four reanalyses (ERA-Interim, National Centers for Environmental Prediction-Climate Forecast System Reanalysis, National Aeronautics and Space Administration-Modern-Era Retrospective analysis for Research and Applications Version 2, and Japan Meteorological Agency-Japanese 55-year reanalysis) in winter and summer for 1981–2010 period. In addition, we compare cyclone statistics between ERA-Interim and the Arctic System Reanalysis reanalyses for 2000–2010. Biases in cyclone frequency, intensity, and size over the Arctic are also quantified. Variations in cyclone frequency across the models are partly attributed to the differences in cyclone frequency over land. The variations across the models are largest for small and shallow cyclones for both seasons. A connection between biases in the zonal wind at 200 hPa and cyclone characteristics is found for both seasons. Most models underestimate zonal wind speed in both seasons, which likely leads to underestimation of cyclone mean depth and deep cyclone frequency in the Arctic. In general, the regional climate models are able to represent the spatial distribution of cyclone characteristics in the Arctic but models that employ large-scale spectral nudging show a better agreement with ERA-Interim reanalysis than the rest of the models. Trends also exhibit the benefits of nudging. Models with spectral nudging are able to reproduce the cyclone trends, whereas most of the nonnudged models fail to do so. However, the cyclone characteristics and trends are sensitive to the choice of nudged variables.

In Akperov et al. (2018), estimates of the tropospheric lapse rate $\gamma$ and an analysis of its connection with the surface air temperature $T_s$ in high latitudes of the Northern Hemisphere for summer and winter are performed using monthly-mean data from the ERAInterim reanalysis (1979–2014). According to the reanalysis data the lapse rate values increase from 4.7 K/km near the pole to 5.3 K/km in subpolar latitudes in winter and from 5.3 to 6.1 K/km in summer. The estimates of $d\gamma/dT_s$ in interannual variability are found positive over the most part of the Arctic from reanalysis data. At the same time, a negative correlation between $\gamma$ and $T_s$ was found for the Atlantic sector of the Arctic in winter and for the central Arctic in summer. It is also noted regional peculiarities in the connection of lapse rate with Arctic oscillation for winter and summer.

In Chernokulsky et al. (2018), a comprehensive intercomparison of midlatitude storm characteristics is presented. Extratropical storm characteristics were derived from 16 reanalysis-based objective automated algorithms for cyclone identification and tracking from the IMILAST project and from manual method based on an expert inspection of weather charts. The analysis was carried out for the Siberian region (50–80N, 60–110E) for two seasons (winter of 2007/08 and summer of 2008). Most of the automated algorithms show 1.5–3 times
more cyclones and 3–5 times more cyclone tracks in the Siberian region compare to the manual method. The algorithms show a good agreement with the manual method for spatial distribution of cyclones and tracks number with spatial correlation coefficient varies around 0.8–0.9 in summer and around 0.7–0.9 in winter for most of the algorithms. Two ranking measures were used to evaluate similarity of objective algorithms with the manual method.

The paper by Ermakov et al. (2017) is focused on the development of a methodological basis for the authors’ approach to the processing of large volumes of satellite radiothermal data, which is known as satellite radiothermовision. A closed scheme for calculating the latent heat flux (and other integral characteristics of the dynamics of geophysical fields) through arbitrary contours (boundaries) has been constructed and mathematically described. The opportunity for working with static, as well as movable and deformable boundaries of arbitrary shape, has been provided. The computational scheme was tested using the example of calculations of the atmospheric advection of the latent heat from the North Atlantic to the Arctic in 2014. Preliminary analysis of the results showed a high potential of the approach when applying it to the study of a wide range of synoptic and climatically significant atmospheric processes of the Earth. Some areas for the further development of the satellite radiothermовision approach are briefly discussed. It is noted that expanding the analysis of the available satellite data to as much data as possible is of considerable importance. Among the immediate prospects is the analysis of large arrays of data already accumulated and processed in terms of the satellite radiothermовision ideology, which are partially presented and continuously updated on a specialized geoportal.

A previously developed approach of satellite radiothermовision was applied by Ermakov (2017) to the analysis of meridional advection of atmospheric latent heat at climatically significant scales (13 years of continuous passive microwave satellite observations). The results are in good agreement with basic understanding of atmospheric latent heat circulation, though some revealed particularities remain to be the subject to further detailed investigation. Further prospects to application of the developed approach to investigation of atmospheric rivers and global tropical cyclogenesis in the context of multiyear climate variations are briefly discussed. An important aspect of the research is that the calculation approach is independent of any estimates from circulation models.

Ermakov (2018) describes the methodical bases and some results of using satellite radiothermовision to study global atmospheric latent heat circulation according to the data of regular satellite radiothermal monitoring. This approach does not use an a priori model of circulation; it implements an objective procedure for the analysis of the dynamics of periodically measured fields of
total precipitable water. The reconstructed directions and the values of the mean-zonal transport velocity, the average position of the thermal equator at \( \sim 5^\circ \text{N} \), and the positions of the axis of the intertropical convergence zone over individual oceans are very consistent with the known results of independent observations and numerical modeling. Some problematic aspects of the analysis procedure are discussed.

Komatsu et al. (2018) carried out upper air measurements with radiosondes during the summer over the Arctic Ocean from an icebreaker moving poleward from an ice-free region, through the ice edge, and into a region of thick ice. Rapid warming of the Arctic is a significant environmental issue that occurs not only at the surface but also throughout the troposphere. In addition to the widely accepted mechanisms responsible for the increase of tropospheric warming during the summer over the Arctic, the authors showed a new potentially contributing process to the increase, based on the direct observations and supporting numerical simulations and statistical analyses using a long-term reanalysis dataset. This new process is referred to as “Siberian Atmospheric Rivers (SARs)”. Poleward upglides of SARs over cold air domes overlying sea ice provide the upper atmosphere with extra heat via condensation of water vapour. This heating drives increased buoyancy and further strengthens the ascent and heating of the mid-troposphere. This process requires the combination of SARs and sea ice as a land-ocean-atmosphere system, the implication being that large-scale heat and moisture transport from the lower latitudes can remotely amplify the warming of the Arctic troposphere in the summer.

A quasi-geostrophic three-level T63 model of the wintertime atmospheric circulation of the Northern Hemisphere has been applied by Handorf et al. (2017) to investigate the impact of Arctic amplification (increase in surface air temperatures and loss of Arctic sea ice during the last 15 years) on the mid-latitude large-scale atmospheric circulation. The model demonstrates a mid-latitude response to an Arctic diabatic heating anomaly. A clear shift towards a negative phase of the Arctic Oscillation (\( \text{AO}^- \)) during low sea-ice-cover conditions occurs, connected with weakening of mid-latitude westerlies over the Atlantic and colder winters over Northern Eurasia. Compared to reanalysis data, there is no clear model response with respect to the Pacific Ocean and North America.

A two-zone model of the atmospheric circulation over the hemisphere is considered in an article (Kurgansky, 2018) published in the memorial issue of Izvestiya, Atmospheric and Oceanic Physics journal dedicated to the centenary of birth of A.M. Obukhov. The geographic latitude \( \varphi \) of the boundary between the Rossby circulation regime zone at mid and high latitudes and the Hadley circulation regime zone at low latitudes serves as a model variable. The close-
ness between the actual and reference (negative exponential) air-mass distribution over the hemisphere, with respect to Ertel’s modified potential vorticity (MPV), is accounted for. The informational entropy of the statistical MPV distribution in the hemispheric atmosphere and the informational entropy of the eddy regime in the basic storm-track zone are used to determine a statistically (climatically) equilibrium value of $\varphi$. The question of atmospheric blocking over the hemisphere is considered using the proposed statistical–dynamical model.

**Mesoscale processes**

An issue of modern “dynamic meso-meteorology” is the study of dynamic processes in the Arctic, particularly with regard to the interaction of the atmosphere with the ice-covered ocean.

In Chechin and Lüpkes (2017) a new quasi-analytical mixed-layer model is formulated describing the evolution of the convective atmospheric boundary layer (ABL) during cold-air outbreaks (CAO) over polar oceans downstream of the marginal sea-ice zones. The new model is superior to previous ones since it predicts not only temperature and mixed-layer height but also the height-averaged horizontal wind components. Results of the mixed-layer model are compared with dropsonde and aircraft observations carried out during several CAOs over the Fram Strait and also with results of a 3D non-hydrostatic (NH3D) model. It is shown that the mixed-layer model reproduces well the observed ABL height, temperature, low-level baroclinicity and its influence on the ABL wind speed. The mixed-layer model underestimates the observed ABL temperature only by about 10%, most likely due to the neglect of condensation and subsidence. The comparison of the mixed-layer and NH3D model results shows good agreement with respect to wind speed including the formation of wind-speed maxima close to the ice edge. It is concluded that baroclinicity within the ABL governs the structure of the wind field while the baroclinicity above the ABL is important in reproducing the wind speed. It is shown that the baroclinicity in the ABL is strongest close to the ice edge and slowly decays further downwind. Analytical solutions demonstrate that the e-folding distance of this decay is the same as for the decay of the difference between the surface temperature of open water and of the mixed-layer temperature. This distance characterizing cold-air mass transformation ranges from 450 to 850 km for high-latitude CAOs.

The interaction between sea ice and atmosphere depends strongly on the near-surface transfer coefficients for momentum and heat. In Lüpkes and Gryanik (2015), a parametrization of these coefficients is developed on the basis of an existing parametrization of drag coefficients for neutral stratification
that accounts for form drag caused by the edges of ice floes and melt ponds. This scheme is extended to better account for the dependence of surface wind on limiting cases of high and low ice concentration and to include near-surface stability effects over open water and ice on form drag. The stability correction is formulated on the basis of stability functions from Monin–Obukhov similarity theory and also using the Louis concept with stability functions depending on the bulk Richardson numbers. Furthermore, a parametrization is proposed that includes the effect of edge-related turbulence also on heat transfer coefficients. The parametrizations are available in different levels of complexity. The lowest level only needs sea ice concentration and surface temperature as input, while the more complex level needs additional sea ice characteristics. An important property of the proposed parametrization is that form drag caused by ice edges depends on the stability over both ice and water which is in contrast to the skin drag over ice. Results of the parametrization show that stability has a large impact on form drag and, thereby, determines the value of sea ice concentration for which the transfer coefficients reach their maxima. Depending on the stratification, these maxima can occur anywhere between ice concentrations of 20 and 80%.

In climate and weather prediction models the near-surface turbulent fluxes of heat and momentum and related transfer coefficients are usually parametrized on the basis of Monin–Obukhov similarity theory (MOST). To avoid iteration, required for the numerical solution of the MOST equations, many models apply parametrizations of the transfer coefficients based on an approach relating these coefficients to the bulk Richardson number $R_i$. However, the parametrizations that are presently used in most climate models are valid only for weaker stability and larger surface roughnesses than those documented during the Surface Heat Budget of the Arctic Ocean campaign (SHEBA). The latter delivered a well-accepted set of turbulence data in the stable surface layer over polar sea-ice. Using stability functions based on the SHEBA data, Gryanik and Lüpkes (2018) solve the MOST equations applying a new semi-analytic approach that results in transfer coefficients as a function of $R_i$ and roughness lengths for momentum and heat. It is shown that the new coefficients reproduce the coefficients obtained by the numerical iterative method with a good accuracy in the most relevant range of stability and roughness lengths. For small $R_i$, the new bulk transfer coefficients are similar to the traditional coefficients, but for large $R_i$, they are much smaller than currently used coefficients.

Extreme cases of cold-air outbreaks in the Arctic during spring 2013 are identified in Chechin et al. (2015) using MODIS images from Terra and Aqua satellites. Spatial variability of the surface wind speed during considered cases of cold-air outbreaks is quantified using the ERA Interim reanalysis and data
retrieved from the satellite microwave radiometer AMSR2. To explain the observed variability of wind speed in the atmospheric boundary layer (ABL) the contributions of baroclinicity in the ABL and Ekman friction are quantified. For this purpose diagnostic relationships based on the concept of a mixed-layer model are used. It is demonstrated that baroclinic component of the geostrophic wind caused by the horizontal temperature gradients in the ABL over the open water has a strong effect on the spatial variability of wind speed during considered cases of cold-air outbreaks.

Another issue of dynamic meso-meteorology is the study of extreme wind events.

In Smirnova et al. (2015), a new climatology of polar lows over the Nordic and Barents seas for 14 seasons (1995/1996–2008/2009) is presented. For the first time in climatological studies of polar lows an approach based on satellite passive microwave data was adopted for polar low identification. A total of 637 polar lows were found in 14 extended winter seasons by combining total atmospheric water vapor content and sea surface wind speed fields retrieved from Special Sensor Microwave/Imager data. As derived, the polar low activity in the Norwegian and Barents Seas is found to be almost equal, and the main polar low genesis area is located northeastward of the North Cape. For the Barents Sea, a significant correlation is found between the number of polar lows and mean sea ice extent. Individual indicative polar low characteristics (i.e., diameter, lifetime, distance traveled, translation speed, and maximum wind speed) are also presented.

In Verezemskaya and Stepanenko (2016), numerical experiments based on the WRF model were conducted to analyze the structure and evolution of the polar mesoscale cyclone developed over the Kara Sea on September 29-30, 2008. It was found that baroclinic instability in the lower troposphere and convective instability (including that due to the wind-induced surface heat exchange) did not play a significant role. Significant contribution was made by the downward advection of potential vorticity from the upper troposphere and by the conditional instability of second kind. It is demonstrated that if water phase transitions are not taken into account, the mesocyclone intensity is reduced by 7–20% and the time of its development increases by 4 hours. The advection of potential vorticity was not the only process causing the intensification of the lower potential vorticity anomaly associated with cyclonic circulation.

In Akperov et al. (2017), the ability of the reanalyses data (NASA-MERRA, ERA-INTERIM, NCEP-CFSR, ASR) and regional climate model simulations (RCM HIRHAM5) was analyzed to represent polar mesocyclones (PMCs) over European sector of the Arctic (ESA) in comparison with satellite data (STARS project – Sea Surface Temperature and Altimeter Synergy for Improved Forecasting of Polar Lows). The results show that reanalyses can represent up to
65% of concrete observed polar mesocyclones from satellite data for 2002–2008. It is noted that Arctic reanalysis ASR with high spatial resolution reproduces more PMCs than from other reanalyses with a coarser resolution. Noted differences in the characteristics of Arctic mesocyclones from reanalyses data are related both with the model structure and data assimilation methods. RCM HIRHAM reproduces the same number of PMCs as Arctic reanalysis ASR with high spatial distribution. The analysis of the cyclone characteristics and their intra- and interannual variations obtained from a regional climate model simulation for the Arctic (HIRHAM) with spectral nudging in comparison with reanalyses with different spatial resolution (ERA-Interim and ASR) for the period 2000-2009 was carried out in Akperov et al. (2017). It is noted that the cyclones characteristics in the Arctic, especially their spatial distributions, annual and interannual variations from model simulations are generally consistent with those obtained from different reanalyses data, including the Arctic reanalysis (ASR). Differences are noted for the cyclone frequency, which might be related with different spatial resolution and with differences in detecting small cyclones, including polar mesocyclones. Models with a higher spatial resolution and with an adequate description of mesoscale processes in the Arctic are required to reproduce small-scale mesocyclones.

Over the past 60 years, both average daily precipitation intensity and extreme precipitation have increased in many regions. Part of these changes, or even individual events, have been attributed to anthropogenic warming. Over the Black Sea and Mediterranean region, the potential for extreme summertime convective precipitation has grown alongside substantial sea surface temperature increase. A particularly devastating convective event experienced in that region was the July 2012 precipitation extreme near the Black Sea town of Krymsk. Meredith et al. (2015) study the effect of sea surface temperature (SST) increase on convective extremes within the region, taking the Krymsk event as a showcase example. These authors carry out ensemble sensitivity simulations with a convection-permitting atmospheric model and show the crucial role of SST increase in the extremeness of the event. The enhancement of lower tropospheric instability due to the current warmer Black Sea allows deep convection to be triggered, increasing simulated precipitation by more than 300% relative to simulations with SSTs characteristic of the early 1980s. A highly nonlinear precipitation response to incremental SST increase suggests that the Black Sea has exceeded a regional threshold for the intensification of convective extremes. The physical mechanism identified by the authors indicates that Black Sea and Mediterranean coastal regions may face abrupt amplifications of convective precipitation under continued SST increase, and illus-
trates the limitations of thermodynamical bounds for estimating the temperature scaling of convective extremes.

The article by Bykov and Shikhov (2018) is devoted to the evaluation of forecast reliability of mesoscale convective systems (MCS) with hazardous weather events (squalls, large hail and heavy rainfall) using the global and mesoscale atmospheric models data. Two approaches are implemented to perform this evaluation. They are: (i) the forecast based on the instability indices calculated from the GFS and SLAV global atmospheric models output, and (ii) explicit (cloud-resolving) modeling of the deep convection using WRF-ARW and WRFNMM mesoscale models. New instability index is developed for MCS forecasts based on the global atmospheric models output data. This index is based on the Lifted Index (LI) modification. Terra/Aqua MODIS satellite images and ground-based weather station data are used to estimate the reliability of MCS and hazardous weather events forecasts, respectively. It is shown, that the SLAV model forecasts are more reliable in comparison with GFS forecasts, according to comparison of simulated areas of maximum convective instability with satellite-observed MCS position. The estimation of the cloud resolving MCS forecasts by the WRF-ARW and WRF-NMM models shows that the simulated MCS spatial position often did not coincide with the MODIS-observed position. This could be associated with errors in initial conditions (GFS forecast data). Besides, the WRF model does not reproduce the MCS which were formed in the absence of a dynamic (frontal) convection. It should be noted that WRF-NMM model significantly overestimates the convective precipitation intensity and the areas with heavy showers (≥ 30 mm/h). Because of this, the amount of correct forecasts is increasing; however, the number of false alarms is also rising.

In Polnikov et al. (2017), a new Polynomial approximation method has been used for the estimation of the extreme significant wave heights and wind speeds from 33 years of hindcast data for six locations along the Indian coast. These return value estimates are compared with the values obtained from the well-known Generalised extreme value distribution and Generalised Pareto distribution methods. Further, the entire data is subdivided into three decadal time blocks to assess the time variability in model outputs of extreme values of significant wave heights and wind speeds. Although the comparison, in general, is found good, a closer examination of the results reveals that the present method based on polynomial approximation could be preferred for practical applications. The detailed analysis of the Polynomial approximation method, salient features and its fulfilment of consistency condition which overcomes the shortcomings of the other standard extreme value estimation methods are presented and discussed in this paper.
In Polnikov and Pogarskiy (2017) the spectra of long-term series of wind velocity and significant wave height were built in two domains of variability scales: from 1 day to 1 year (D1) and from 1 year to 15 years (D2). Surface wind data from the ERA-Interim reanalysis in the Indian Ocean area for the period of 1979–2015 years, and wave heights simulated with the improved WAM model, were used for this purpose. In order to study the spatial variability of the spectral shapes, spectra of wind speed and wave height were calculated at two sections located along the meridians and three sections located along latitudes with a step of 3°. For the D1 domain, the existence of three ranges of variability scales (R1, R2, and R3) are shown in which both types of spectra have the well-defined and visibly different power-like slopes varying in dependence on the offset from the equator. The Navier–Stokes equations were analyzed in order to design a theoretical interpretation of the spectral shapes features found in the D1 domain. For the D2 domain, no unified system of isolated frequencies has been revealed, which is expected for the entire Indian Ocean. Among the set of selected periods, the most stable one is the variability period of around 5.5 years. Results presented in this work are discussed.

Medium-range Weather Forecasts global reanalysis (ERA-Interim) over the Indian Ocean has been carried out in (Rashmi et al., 2016) by partitioning the Indian Ocean into six zones based on local wind extrema. The trend of mean annual wind speed averaged over each zone shows a significant increase in the equatorial region, the Southern Ocean, and the southern part of the trade winds. This indicates that the Southern Ocean winds and the southeast trade winds are becoming stronger. However, the trend for the Bay of Bengal is negative, which might be caused by a weakening of the monsoon winds and northeast trade winds. Maximum interannual variability occurs in the Arabian Sea due to monsoon activity; a minimum is observed in the subtropical region because of the divergence of winds. Wind speed variations in all zones are weakly correlated with the Dipole Mode Index (DMI). However, the equatorial Indian Ocean, the southern part of the trade winds, and subtropical zones show a relatively strong positive correlation with the Southern Oscillation Index (SOI), indicating that the SOI has a zonal influence on wind speed in the Indian Ocean. Monsoon winds have a decreasing trend in the northern Indian Ocean, indicating monsoon weakening, and an increasing trend in the equatorial region because of enhancement of the westerlies. The negative trend observed during the non-monsoon period could be a result of weakening of the northeast trade winds over the past few decades. The mean flux of kinetic energy of wind (FKEW) reaches a minimum of about 100 Wm$^{-2}$ in the equatorial region and a maximum of about 1500 W in the Southern Ocean. The seasonal variability of
FKEW is large, about 1600 Wm$^{-2}$ along the coast of Somalia in the northern Indian Ocean. The maximum monthly variability of the FKEW field averaged over each zone occurs during boreal summer. During the onset and withdrawal of monsoon, FKEW is as low as 50 Wm$^{-2}$. The Southern Ocean has a large variation of about 1280 Wm$^{-2}$, because of strong westerlies throughout the year.

In Kislov et al. (2018), a detailed modeling of meteorological parameters over the last 30 years (1985–2014) has been performed for the Sea of Okhotsk and Sakhalin regions in the frame of the COSMO-CLM regional meso-meteorological non-hydrostatic atmospheric model. The downscaling technology is suggested and achieved with three consequent “nesting domains” (with 13.2-, 6.6-, and 2.2-km grid scales). The COSMO-CLM model reproduces (especially successfully on the 2.2-km grid scale) the extremes of wind velocity observed by meteorological stations well. Synoptic situations accompanied by extreme wind speeds are reproduced in detail.

The wind parameters at the earth's surface and in the free atmosphere can have a significant impact on the progress with space rocket (SR) in the period of the preparation at the launch site, the launch processing and flight. Therefore, the above parameters are reflected in the operational documentation for each SR as critical and are constantly monitored by meteorological services of a spaceport at all stages of preparation and launch of the space rocket, as the cost of transferring one start of a space rocket is quite a significant amount of money. In connection with the construction of the new cosmodrome Vostochny, Amur Oblast should have a more detailed study of the state of the atmosphere in the days with dangerous convective phenomena. For the study by Gorbatenko et al. (2015), a database of thunderstorm days above the meteorological stations in the area of the cosmodrome Vostochny for 1985–2013 was made. It was found that Amur Oblast is characterized by a moderate thunderstorm activity. During the summer every year there are 20–25 days with thunderstorms. An increase in the variability of thunderstorm activity and a tendency to thunderstorm activity increase have been determined. Forecast of such dangerous convective phenomena like thunderstorms, hail, heavy rainfall is based on the analysis of the profiles of atmospheric temperature and humidity, which are recorded by aerological radiosondes. According to the results sensing characteristics of atmospheric instability are calculated: Indexes LIFT SWEET, KIND, TOTL and CAPE. The values of the index assesses the set of temperature and humidity of the atmosphere and wind parameters that are important signs of development of convection. By variability index values probability of dangerous convective phenomena is estimated. The second objective of the present study was to determine the possibility of using these indexes to determine the degree of stability of the atmosphere in the forecast of thunderstorms.
over Amur Oblast. According to the upper-air sounding, index values were calculated of atmospheric instability in days with thunderstorms and heavy rain. A comparative analysis of the indexes of atmospheric instability in the days classified as “thunderstorms and rain” and “heavy rain” are presented. The values of the probability of thunderstorms and rain storms without different values of the indexes of atmospheric instability are calculated. An analysis of the differences in the values of the index volatility typical for Amur Oblast and the values obtained for other territories is presented. Discriminant analysis of instability index to separate these two categories of dangerous convective phenomena in the atmosphere is made.

The prediction of thunderstorms is based on the analysis of atmospheric temperature and moisture profiles, which are typically observed with aerological soundings. The problem is that the sounding network is sparse, and soundings are made only every 12 hours. The goal of the study by Gorbatenko et al. (2015) is to find out if the data of radiometer MODIS (Moderate Resolution Imaging Spectroradiometer) for definition of a degree of instability of the atmosphere could be used in the prediction of thunderstorms in Western Siberia. As the characteristic of instability three indices computed on data of satellite and aerological soundings are compared: Lifted Index, TOTL and K Index. Two of the satellite derived instability indices (Lifted Index, TOTL) are well correlated with those derived from aerological soundings. Results of spectroradiometer MODIS sounding allows the spatial position powerful convective cells to determine and the forecast of thunderstorms to improve.

Several papers were devoted to the mountain mesometeorology.

The dependence of orographic disturbances of the atmosphere on properties of the upwind flow is studied by Kozhevnikov et al. (2016) within the semi-analytic approach. Reducing the initial system of equations of hydrothermodynamics to a single equation for an associative stream function makes it possible to consider a class of solutions of a sufficiently general type when the background wind velocity and the Lyra’s scale vary with height. It is shown that the dependence of the solution on the indicated factors can be not only strong, but also sufficiently unexpected. In particular, with the monotonic growth in the wind velocity in the troposphere, which corresponds to conditions of a jet stream near the tropopause, disturbances at low and medium heights can acquire an almost resonant and waveguide nature.

In Kozhevnikov et al. (2017), wavy spatial variations in the contents of trace gases are identified using plane measurements of \( \text{O}_3 \) concentrations in the middle troposphere and the total content (TC) of \( \text{NO}_2 \) in the atmospheric column from flights above the Subpolar Urals in April 1984. The results of model calculations allow us to relate these variations to mesoscale atmospheric dis-
turbances above the mountains, which are caused by the influence of dynamic relief on the leaked-in flow.

Bora in Novorossiysk (seaport on the Black Sea coast of the Caucasus) is one of the strongest and most prominent downslope windstorms on the territory of Russia, on the north-eastern coast of the Black Sea. Shestakova et al. (2018) evaluate the applicability of the hydraulic and wave hypotheses, which are widely used for downslope winds around the world, to Novorossiysk bora on the basis of observational data, reanalysis, and mesoscale numerical modeling with WRF-ARW. It is shown that mechanism of formation of Novorossiysk bora is essentially mixed, which is expressed in the simultaneous presence of gravity waves breaking and a hydraulic jump, as well as in the significant variability of the contribution of wave processes to the windstorm dynamics. Effectiveness of each mechanism depends on the elevated inversion intensity and mean state critical level height. Most favorable conditions for both mechanisms working together are moderate or weak inversion and high or absent critical level.

Shestakova et al. (2018) present a comprehensive study of the three-dimensional structure of the Novorossiysk bora. The analysis is based on observational data obtained from the Russian Hydrometeorological Service, automatic weather stations, sodar system, microwave temperature profiler and 10-m mast. In addition, WRF-ARW simulations are performed to verify and complement the observations. The data permit us to investigate major features of the flow over mountain ridges during several bora episodes. The qualitative and quantitative characteristics of the Novorossiysk bora were compared with those of other downslope winds, such as the Adriatic bora, the Boulder windstorm, and the Alpine foehn.

The spatial and time variability of the surface wind field during the bora episodes, including the events of January 27 and February 7, 2012, which were accompanied by windstorms on the coast and Markotkhsky ridge downwind slopes, has been analyzed by Shestakova et al. (2015) based on the meteorological parameters observed during the winter expeditions in 2012–2013 to the Novorossiysk–Gelendzhik region. The dependence of the wind velocity on the background atmospheric parameters and incident-flow blocking conditions has been studied for the cases of strong and weak bora. It is assumed that bora is of a wave nature in the considered episodes and the wave drag effect predominated in the observed wind-flow acceleration on a downwind slope. Partial blocking of an incident wind flow by mountains also affects the wind regime in the downwind zone, especially near Gelendzhik, where mountains are higher than in the Novorossiysk region.

Common features of the flow behavior over mountains within the hydraulic jump model are identified in Shestakova and Moiseenko (2018) based on an
analysis of 36 episodes of severe winds in the regions of Novorossiysk, Pevek, and Novaya Zemlya. In all these episodes, the incoming flow is characterized by a strong inversion layer at altitudes of 0.5–1.5 km and, in the case of bora, by a wind profile critical level in the middle troposphere, which creates conditions for a weakened dynamic interaction between the low-level air flowing over mountains and the upper layers of the atmosphere. The windspeed increase on the lee slope is caused by the transition of the incoming flow from the subcritical to supercritical state. In this case, the velocity amplitude increases with increasing inversion intensity. Model estimates of windspeed increase are in good agreement with observations at lee-side weather stations for episodes with a strong elevated inversion.

In Shestakova (2018), the wave drag is considered for downslope windstorms in Novorossiysk, on Novaya Zemlya, and in Pevek. The research is based on the results of numerical simulation with the WRF-ARW model. Special attention is paid to the evaluation of the contribution that wave processes make to the overall dynamics of the phenomenon (based on the ratio of wave and orographic drag) and to the specific features of wave drag for different downslope windstorms.

The WRF-ARW regional atmosphere circulation model has been used by Efimov and Mikhaylova (2017) to reproduce a few episodes of cold intrusion and the Novorossiysk bora accompanied by the formation of the mesoscale cyclonic vortex over the Black sea, which can be clearly observed from satellite images of cloudiness. It has been shown that the vortex development is associated with the specific features of air flow around the northwestern edge of the Caucasus Mountains. We have estimated the vertical vorticity associated with the alongshore horizontal gradient of temperature. We have considered the field structure of wind velocity and temperature of the axisymmetric quasi-two-dimensional vortex generated in the coastal zone and displaced seaward after separating from the coast. With the background northerly wind, the coastal cyclonic circulation is not accompanied by the vortex separation from the coast. The specific feature of the development of the cyclonic vortex is the southeastern wind with velocities of up to 10 m/s in the Caucasus coastal area from Sochi to Sukhum.

The development of the bora in case of strong southeastern wind in the area of Novaya Zemlya in the winter-spring of 2016 is simulated by Efimov and Komarovskaya (2018) using the WRF-ARW numerical atmosphere circulation model with high spatial resolution. The features of wind speed and air temperature fields are considered which define the formation of the intensive near-surface flow, the bora, over the lee western slope of the mountain range. It is demonstrated that the bora development leads to the air temperature rise over
the eastern part of the Barents Sea, to the increased surface heat fluxes, and to the formation of the cloudless zone over the sea westward of Novaya Zemlya. It was found that the main reason for the bora development is the high stability of the atmospheric boundary layer over the Kara Sea. It is shown that in case of western wind the Novaya Zemlya archipelago does not exert considerable influence on the air exchange in the Kara Sea area.

The features of bora formation in the region of Novaya Zemlya surrounded by the Barents and Kara seas, differing in hydrometeorological conditions, are considered in Efimov and Komarovskaya (2018). The annual course of average magnitude of buoyancy frequency estimation at the points of the Barents and Kara seas has been constructed. The necessary conditions of bora development in the winter and summer periods are considered. The value of Froude number $Fr$ is used as the main criterion. The statistics of bora cases made on the basis of joint distributions of values of buoyancy frequency and wind speed is given. Results of numerical simulations using the WRF-ARW model for three (small, intermediate, and large) values of Froude number $Fr$ are given. The features of the formation of bora hydrodynamic characteristics for cases conventionally referred to shallow and deep bora types are considered. Estimations of orographic drag and its separate components are given.

A series of papers is dedicated to the study of tropical cyclones (hurricanes, typhoons) and tornadoes.

Within the framework of the hydromechanical model (HMM), proposed by B.Ya. Shmerlin, a tropical cyclone (TC) motion is defined in (Shmerlin and Shmerlin, 2015) by a large-scale wind field and a TC intensity. The model contains parameters describing TC and its interaction with wind field. The diagnostic, quasi-prognostic and prognostic calculations of TC movement are carried out. Diagnostic and quasi-prognostic calculations mean that an objective analysis of a large scale wind field and an objective analysis of a TC intensity is used during a TC whole lifetime. In case of diagnostic calculations, model parameters (constants for each TC) are defined from the best coincidence between the real and calculated track of a TC during a TC whole lifetime; for quasi-prognostic calculations they are defined during the preliminary “preprognostic” period. Diagnostic calculations show that the HMM rather correctly describes peculiarities of a TC motion. Quasi-prognostic calculations show that model parameters may be rather correctly defined during a preliminary “preprognostic” period. The results of the diagnostic, quasi-prognostic and prognostic calculations are presented.

The results are presented in Novitskii et al. (2016) of computation of trajectory and intensity of two typhoons in 2012 for two groups of parameterization schemes of ocean-atmosphere energy exchange in tropical cyclones (TCs),
boundary and surface layers of TCs, radiation fluxes, microphysics, and convection. The surface layer computations were carried out with and without the relationships that take into account the surface layer cooling due to spray evaporation. It is demonstrated that the accounting of this effect exerts positive influence on the results of TC trajectory modeling at different stages. If there are specific features in TC movement, for example, the loop formation, this improvement may be crucial. The accuracy of the results of computation of TC intensity increases as well.

Satellite radiothermovision is a set of processing techniques applicable for multisource data of radiothermal monitoring of ocean-atmosphere system, which allows creating dynamic description of mesoscale and synoptic atmospheric processes and estimating physically meaningful integral characteristics of the observed processes (like advective flow of the latent heat across a given border). In (Ermakov et al., 2015) this opportunity was used to evaluate the latent heat flux across a set of circular contours, enclosing a tropical cyclone and drifting with it during its evolution. A remarkable interrelation was observed between the calculated magnitude and sign of advective latent flux and the intensity of a tropical cyclone. This interrelation is demonstrated in several examples of hurricanes and tropical cyclones of August, 2000, and typhoons of November, 2013, including super typhoon Haiyan.

In (Ermakov et al., 2017) the satellite radiothermovision methods are further developed for analyzing the evolution of tropical cyclones. The complicated case of Goni and Atsani interacting typhoons is considered. It has been shown that, although their interaction does not explicitly influence the features of the typhoon trajectories, indications of the formation of complex advective fluxes in the lower troposphere can be revealed from both a qualitative analysis of miscellaneous satellite data and a quantitative estimation of latent heat advection. At the same time, in contrast to the previous works, we had to introduce the integration contours of a complex form (differing from a circular one) into the analysis, so that the energy balance of the typhoon system is correctly described. Due to the peculiarity of the considered case of Goni and Atsani twin typhoons, we demonstrated the effectiveness of a simplified approach that uses a composite contour formed by overlapping two circular ones. Generally, as in the cases previously considered, we found the interrelation between the intensification and dissipation of typhoons (tropical cyclones) and the modes of convergent and divergent advection of latent heat with amplitudes sufficient to support the total power of the system.

Chernokulsky et al. (2015) considered the formation conditions of the severe tornado in the South Urals (in the Republic of Bashkortostan) on August 29, 2014. It is noted that the tornado was associated with the supercell, and the
synoptic conditions of its formation corresponded to the type 1 according to the classification proposed by A.I. Snitkovskii in 1987. Estimated are the tornado basic characteristics: the vortex funnel width is 150–200 m, and the maximum wind speed is 65 m/s. It is revealed that the tornado was of EF3 category following the enhanced Fujita scale. Proposed is the simple index of convective instability based on the data of ground-based observations for diagnosing the tornado genesis environments.

A simple index of convective instability (3D-index) is used by Chernokulsky et al. (2017) for analysis of weather and climate processes that favor to the occurrence of severe convective events including tornadoes. The index is based on information on the surface air temperature and humidity. The prognostic ability of the index to reproduce severe convective events (thunderstorms, showers, tornadoes) is analyzed. It is shown that most tornadoes in North Eurasia are characterized by high values of the 3D-index; furthermore, the 3D-index is significantly correlated with the available convective potential energy. Reanalysis data (for recent decades) and global climate model simulations (for the 21st century) show an increase in the frequency of occurrence of favorable for tornado formation meteorological conditions in the regions of Northern Eurasia. The most significant increase is found on the Black Sea coast and in the south of the Far East.

The study by Shikhov and Chernokulsky (2018) presents a novel method of tornado track identification in forested regions in Europe based on remote sensing data. The method enables an objective estimate (i.e. independent of population density and observational networks) of tornado climatology in forested regions. The method is based on the identification of narrow and elongated areas as forest disturbances obtained using Landsat satellite images and Landsat-based Global Forest Change (GFC) data. These areas were subsequently verified with high-resolution satellite images for verification of a tornadic cause of forest damage. Landsat and MODIS satellite images, weather station observations and reanalysis data were additionally involved in order to determine tornado dates. A minimum F-scale tornado intensity was estimated by a Weibull distribution model using information on tornado path lengths and widths. The method is applied to the forested regions of northeast Europe, where 110 tornado tracks were identified between the 2000 and 2014 years, 105 of which were previously unreported and discovered for the first time. For some regions, tornado density estimates using the new method is 2–3 times higher than other previously published estimates. The largest number of tornadoes occurred in 2009, and June is the most favourable month for tornado formation (including strong tornadoes and tornado outbreaks). Most identified tornadoes have path length < 10km with maximum and mean widths of approximately 200–300 m
and 100–200 m, respectively. A few tornadoes with long and wide paths were found; four of them likely had F3 minimal intensity.

The 1984 Ivanovo tornado outbreak is one of the most fatal tornado events in Europe with previously unspecified tornado track characteristics. Chernokulsky and Shikhov (2018) used Landsat images to discover tornado-induced forest disturbances and restore actual characteristics of tornadoes during the outbreak. They defined boundaries of tornado-induced windthrows by visual comparison of satellite images and specified them with Normalized Difference Infrared Index. As a result, they confirmed the occurrence of eight tornadoes during the outbreak and determined their location, path width and length. Other tornadoes occurrence during the outbreak was discussed. Fujita-scale intensity of confirmed tornadoes was estimated based on the related literature corpus including previously omitted sources. In addition, information on tornado path lengths and widths was used to estimate minimal tornado intensity for those tornadoes that passed no settlements. In total, the Ivanovo outbreak includes 8–13 tornadoes with F-scale rating mean ranges from 1.8–2.5 and has adjusted Fujita length around 540 km, which makes the outbreak one the strongest in Europe and places it within the upper quartile of U.S. outbreaks. Characteristics of certain tornadoes within the Ivanovo outbreak are exceptional for Russia. The widest tornado path during the Ivanovo outbreak is 1740 m; the longest is from 81.5–85.9 km. With the example of the Ivanovo outbreak, it was shown that existing databases on historical Russian tornadoes tend to overestimate tornado path length (for very long tornadoes) and underestimate maximum tornado path width.

The analysis of the state of the atmosphere, which preceded and accompanied the formation of a tornado in Obninsk (Kaluga region) on May 23, 2013, is made by Novitskii et al. (2015). Meteorological parameters obtained from different sources, in particular the measurements obtained at the High Meteorological Mast in Obninsk, were used. The datasets obtained give a complete image of the 300-m-thick atmospheric boundary layer. Presented also are the computation results for a series of convective indices obtained with the use of the WRF model to describe the situation of 23 May, 2013 in Obninsk. The possibility of long-range forecasting of tornado-like situations on the basis of the approach mentioned is estimated.

An analysis of possible tornado warning has been made by Novitskii et al. (2016). A tornado event on the 29 August 2014 in Bashkiria was analyzed. To calculate the meteorological fields, the model WRF of high spatial and temporal resolution was used. On its basis, indices of convective instability were computed. An analysis of the behavior of the indices made it possible to predict the tornado occurrence with a lead time of up to three days and with an accura-
cy of several hours in time and 200 km in space. Also demonstrated was the possibility of registering and nowcasting tornadoes based on the use of existing software for radar data processing. Also discussed is the possibility of joint use of the information mentioned to create a system of monitoring and forecasting of hazardous weather, including tornadogenesis.

Along with the calculation of convective indices using the WRF model for the analysis and forecasting of tornado-risk situations, involved calculation of vertical velocity field was performed by Novitskii et al. (2018). The results of calculations for the four tornadoes in 2015 are presented. It is shown that the indices values above the threshold to cause the formation of localized intensive convective cell in the vicinity of maximum values of indices and when they reach these values. The possibility of using this result as an additional predictor of occurrence of tornado-like situations is discussed. It confirms the conclusions of the principal possibility for the forecasting of tornado-risk situations with a lead time of up to three days and an accuracy of up to several hours in time and 200 km in space.

Using the WRF-ARW model, Efimov (2017) has conducted a numerical simulation of the atmospheric circulation in the Crimean region for a 30-day period in the summer. The characteristic features of the velocity fields of breeze circulation over Crimea have been identified. The author has reproduced the specific features of the development of breeze as a gravity flow, such as the direct and indirect circulation cells, wave oscillations on the boundary between them associated with the Kelvin–Helmholtz instability, and the formation of the breeze head. The breeze velocities and their diurnal cycle have been estimated. For mountainous regions of the southern coast of Crimea (SCC), it has been shown that the coastal circulation is predominantly contributed by quasi-diurnal oscillations associated with the wind excitation on the mountain slopes. The physical conditions for the development of a strong katabatic wind have been considered. The counter breeze flows in eastern Crimea formed under the influence of the adjacent Black and Azov seas generate an intense air rise in the meeting zone. The related linear cloudiness area is clearly traced on satellite images. Daily hodographs of breeze circulation have been obtained reflecting the local conditions of the shoreline and the configuration of coastal mountains.

Small-scale motions and turbulence in the atmospheric boundary layer

Recent progress of including “lake subroutines” in numerical weather prediction (NWP) models has led to more accurate forecasts. In lake models, one essential parameter is water clarity, parameterized via the light extinction coefficient, $K_d$, for which a global constant value is usually used. Heiskanen et al.
(2015) used direct eddy covariance fluxes and basic meteorological measurements coupled with lake water temperature and clarity measurements from a boreal lake to estimate the performance of two lake models, LAKE and FLake. These models represent two 1D modeling frameworks broadly used in NWP. The results show that the lake models are very sensitive to changes in $K_d$ when it is lower than 0.5 m$^{-1}$. The progress of thermal stratification depended strongly on $K_d$. In dark water simulations the mixed layer was shallower, longwave and turbulent heat losses higher and therefore the average water column temperatures lower than in clear water simulations. Thus, changes in water clarity can also affect the onset of ice cover. The more complex LAKE modelled the seasonal thermocline deepening whereas it remained virtually constant during summer in the FLake model. Both models overestimated the surface water temperatures by about 1°C and latent heat flux by >30%, but the variation in heat storage and sensible heat flux were adequately simulated. Our results suggest that, at least for humic lakes, a lake-specific, but not time-depending, constant value for $K_d$ can be used and that a global mapping of $K_d$ would be most beneficial in regions with relatively clear lakes, e.g. in lakes at high altitudes.

Glazunov and Stepanenko (2015) performed large eddy simulation (LES) runs to calculate flows over heterogeneous surfaces imitating small forest lakes. Regularities in the turbulent exchange of heat and momentum over such objects are examined. A weak sensitivity of turbulence characteristics over a “lake” to thermal stratification is noted. Problems of the representativeness of field eddy covariance measurements of turbulent fluxes over such objects are discussed.

In Glazunov et al. (2016), large-eddy simulation (LES) and Lagrangian stochastic modeling of passive particle dispersion were applied to the scalar flux footprint determination in the stable atmospheric boundary layer (ABL). The sensitivity of the LES results to the spatial resolution and to the parameterizations of small-scale turbulence was investigated. It was shown that the resolved and partially resolved (“subfilter-scale”) eddies are mainly responsible for particle dispersion in LES, implying that substantial improvement may be achieved by using recovering of small-scale velocity fluctuations. In LES with the explicit filtering, this recovering consists of the application of the known inverse filter operator. The footprint functions obtained in LES were compared with the functions calculated with the use of first-order single-particle Lagrangian stochastic models (LSMs) and zeroth-order Lagrangian stochastic models – the random displacement models (RDMs). According to the presented LES, the source area and footprints in the stable ABL can be substantially more extended than those predicted by the modern LSMs.

The stochastic ensemble of convective thermals (vortices), forming the fine structure of a turbulent convective boundary layer (CBL), is considered in
The proposed ensemble model assumes all thermals in the mixed-layer to have the same determinate buoyancies and considers them as solid spheres of variable volumes. The values of radii and vertical velocities of the thermals are assumed random. The motion of the stochastic system of convective vortices is described by the nonlinear Langevin equation with a linear drift coefficient and a random force, whose structure is known for a system of Brownian particles. The probability density of the thermal ensemble in velocity phase space is shown to satisfy an associated K-form of the Fokker–Planck equation with variable coefficients. Maxwell velocity distribution of convective thermals is constructed as a steady-state solution of a simplified Fokker–Planck equation. The obtained Maxwell velocity distribution is shown to give a good approximation of experimental distributions in a turbulent CBL.

In the article by Vulfson and Nikolaev (2017), modifications of integral bubble and jet models including the pressure force are proposed. Exact solutions are found for the modified model of a stationary convective jet from a point source of buoyancy and momentum. The exact solutions are compared against analytical solutions of the integral models for a stationary jet that are based on the approximation of the vertical boundary layer. It is found that the modified integral models of convective jets retain the power-law dependences on the altitude for the vertical velocity and buoyancy obtained in classical models. For a buoyant jet in a neutrally stratified atmosphere, the inclusion of the pressure force increases the amplitude of buoyancy and decreases the amplitude of vertical velocity. The total amplitude change is about 10%. It is shown that in this model there is a dynamic invariant expressing the law of a uniform distribution of the potential and kinetic energy along the jet axis. For a spontaneous jet rising in an unstably stratified atmosphere, the inclusion of the pressure force retains the amplitude of buoyancy and increases the amplitude of vertical velocity by about 15%. It is shown that in the model of a spontaneous jet there is a dynamic invariant expressing the law of a uniform distribution of the available potential and kinetic energy along the jet axis. The results are of interest for the problems of anthropogenic pollution diffusion in the air and water environments and the formulation of models for statistical and stochastic ensembles of thermals in a mass-flux parameterization of turbulent moments.

The Monin–Obukhov similarity theory (MOST) for the convective surface layer distinguishes two limiting cases: a dynamic limit and a free-convection limit. The dynamic limit for the convective surface layer is defined as a flow with a logarithmic profile of wind and a zero buoyancy flux at the underlying surface. The free-convection limit is characterized by a zero wind speed and a positive buoyancy flux at the underlying surface. The limits of the generalized MOST are able to describe the higher order turbulent moments. In the paper by
Vulfson and Nikolayev (2018), it is assumed that the convective surface layer consists of two sublayers: the lower dynamic sublayer adjacent to the surface and the upper forced-convection sublayer. The turbulent moments can be approximated separately for each sublayer. Linear approximations are suggested for the turbulent moments of the vertical velocity and the potential temperature variance in the forced-convection sublayer. The first-order expansion terms of them correspond to the free-convection limits of the MOST under no-wind conditions. The second-order expansion terms describe profiles of the turbulent moments in under convective conditions with a moderate wind. A comparison between the proposed approximations and experimental data strongly suggests that the linear approximation is correct within a forced-convection range.

In Koprov et al. (2015), an experimental measurement of all three components of the velocity and vorticity vectors, as well as the temperature, its gradient, and potential vorticity, has been described using four acoustic anemometers. Anemometers were placed at vertices of a tetrahedron, the horizontal base of which was a rectangular triangle with equal legs, and the upper point was exactly above the top of the right angle. The distance from the tetrahedron surface to its base was 5.5 m, and the lengths of legs and a vertical edge were 5 m. A covariance–correlation matrix for turbulent variations in all measured values has been calculated. In the daytime the helicity horizontal and vertical components are of the order of \(-0.03\) and \(+0.01\) m s\(^{-2}\), respectively. The nighttime signs remain unchanged, but the absolute values are several times smaller. The cospectra and spectral correlation coefficients have been calculated for all helicity components. The time variations in the components of “instantaneous” helicity and potential vorticity are demonstrated.

In August 2014, measurements of the turbulent velocity vorticity, turbulent temperature gradient, turbulent helicity, and turbulent potential vorticity were performed at the Obukhov Institute of Atmospheric Physics testing site in Tsimlyansk under different stratification conditions (Koprov et al., 2018). The measurements were carried out using the technique first used in the Tsimlyansk expedition in 2012. The measuring facility consisted of four three-component acoustic Gill Windmaster anemometers–thermometers placed at the vertices of a rectangular tetrahedron with a base scale of 0.7 m (in contrast to the experiment in 2012, when the base scale was 5 m). The measuring facility was placed on top of a mast with an adjustable height of 3.5, 5, 13.5, and 25 m and was equipped with a rotator. The temperature profile in the 10–600 m layer was continuously recorded by the Kadygrov microwave profiler. The time-series of instantaneous helicity density and average values of the total helicity and its summands were calculated for 12 daytime and 10 daytime 2-hour intervals. The helicity value averaged over 12 day realizations is about 0.2 m/s\(^2\), and the aver-
The cosine of the angle between the velocity and vorticity vectors is close to 0.08 ± 0.03. At night, the helicity is estimated as 0.07 ± 0.03 m/s², and the cosine is close to 0.025 ± 0.03. For the abovementioned 12 daytime and 10 day-time 2-hour intervals, the covariance/correlation matrices of temperature components, vorticity, velocity, and temperature gradient are calculated. The off-diagonal terms of the covariance matrix exceed several times by magnitude the diagonal terms. Similar characteristics of a potential vorticity were estimated under the incompressibility approximation. The systematic error due to spatial averaging of the measured quantities is discussed.

The article of Barskov et al. (2017) presents the results of an experimental study of turbulent heat exchange between the surface of a frozen lake surrounded by forest and the atmospheric boundary layer. Heat and momentum fluxes were measured at three levels by an eddy covariance (EC) technique. Additionally, the heat fluxes were estimated by a surface energy balance method using a temperature profile measured in the snow cover and net longwave and shortwave radiation. The results of the measurements show that the eddy covariance fluxes correlate well with those obtained by the surface energy balance method, with a tendency of underestimation. The presence of wind-shear effects at treetop height demonstrated recently in a Large Eddy Simulation was supported in our measurements by the fact that the momentum flux increased with height from the surface. The negative sensible heat flux increased with height most of the time. We suggest that this phenomenon may partially be caused by the high negative heat fluxes above the surface formed when warm advection occurs at altitudes of ∼100 m. During the warm advection events, Monin–Obukhov similarity theory (MOST) fails to reproduce the sharp increase of the negative heat flux at the surface layer. Beyond the warm advection events, the MOST calculations agree well with the EC fluxes, however, with some systematic underestimation bias.

In Barskov et al. (2018), micrometeorological measurements in the atmospheric boundary layer (ABL) over a hilly forest terrain have been made on a meteorological tower at several levels from the forest canopy top to a height that exceeds the height of trees almost seven times. A semi-empirical length scale depending on the local topography features and the underlying surface type has been proposed and calculated. This scale has been shown to allow the universal functions of the Monin–Obukhov similarity theory to be corrected for a stable ABL over complex terrain without substantial modification when compared to the universal functions over a homogeneous surface with small roughness elements. This approach can be used to refine the methods for calculating turbulent momentum fluxes from profile measurements over spatially inhomogeneous landscapes.
The observational study by Grachev et al. (2018) compares seasonal variations of surface fluxes (turbulent, radiative, and soil heat) and other ancillary atmospheric/surface/permafrost data based on in-situ measurements made at terrestrial research observatories located near the coast of the Arctic Ocean. Hourly-averaged multiyear data sets collected at Eureka (Nunavut, Canada) and Tiksi (East Siberia, Russia) are analyzed in more detail to elucidate similarities and differences in the seasonal cycles at these two Arctic stations, which are situated at significantly different latitudes (80.0°N and 71.6°N, respectively). While significant gross similarities exist in the annual cycles of various meteorological parameters and fluxes, the differences in latitude, local topography, cloud cover, snowfall, and soil characteristics produce noticeable differences in fluxes and in the structures of the atmospheric boundary layer and upper soil temperature profiles. An important factor is that even though higher latitude sites (in this case Eureka) generally receive less annual incoming solar radiation but more total daily incoming solar radiation throughout the summer months than lower latitude sites (in this case Tiksi). This leads to a counter-intuitive state where the average active layer (or thaw line) is deeper and the topsoil temperature in midsummer are higher in Eureka which is located almost 10° north of Tiksi. The study further highlights the differences in the seasonal and latitudinal variations of the incoming shortwave and net radiation as well as the moderating cloudiness effects that lead to temporal and spatial differences in the structure of the atmospheric boundary layer and the uppermost ground layer. Specifically the warm season (Arctic summer) is shorter and mid-summer amplitude of the surface fluxes near solar noon is generally less in Eureka than in Tiksi. During the dark Polar night and cold seasons (Arctic winter) when the ground is covered with snow and air temperatures are sufficiently below freezing, the near-surface environment is generally stably stratified and the hourly averaged turbulent fluxes are quite small and irregular with on average small downward sensible heat fluxes and upward latent heat and carbon dioxide fluxes. The magnitude of the turbulent fluxes increases rapidly when surface snow disappears and the air temperatures rise above freezing during spring melt and eventually reaches a summer maximum. Throughout the summer months strong upward sensible and latent heat fluxes and downward carbon dioxide (uptake by the surface) are typically observed indicating persistent unstable (convective) stratification. Due to the combined effects of day length and solar zenith angle, the convective boundary layer forms in the High Arctic (e.g., in Eureka) and can reach long-lived quasi-stationary states in summer. During late summer and early autumn all turbulent fluxes rapidly decrease in magnitude when the air temperature decreases and falls below freezing. Unlike Eureka, a pronounced zero-curtain effect consisting of a sustained surface temperature hiatus
at the freezing point is observed in Tiksi during fall due to wetter and/or water saturated soils.

Insufficient knowledge of the atmosphere boundary layer structure and of momentum, heat and moisture exchange between the rough water surface and atmosphere under various background conditions is currently the main obstacle to the proper functioning of the global and regional weather prediction models and models of climate change. The sea surface drag coefficient is one of the main characteristics of the air-sea interaction, included in the wind waves and sea wind prediction models. In the paper by Repina et al. (2015) the sea surface drag coefficient under differing condition in the coastal zone and deep sea was estimated from experimental measurements. The shipboard experimental data confirmed that the drag coefficient levels off as wind speed increases under high wind conditions (wind speed greater 25 m/s) while decreases as wind speed further increases. The characters of air-sea interaction in the coastal zone were investigated. It was documented greater drag coefficient under off-shore wind directions off-shore documented greater wind stress that could explain of the gusty of coastal winds, shoaling waves and development of internal boundary layers with off-shore flow. Also observed drag coefficient values at on-shore wind are greater than deep water values. It is explained that the wind wave state may be related to bottom topography, coastal line and fetch limited condition. Since the deep water surface drag coefficient is likely to underestimate wind stress and thus storm surge near the coast.

Stably stratified turbulent boundary-layer flows over both a waved water surface and a flat smooth surface are investigated by Druzhinin et al. (2015a) through direct numerical simulation (DNS) for the bulk Reynolds numbers, Re, from 15000 to 80000. DNS expose the following basic properties of the flow. A statistically stationary turbulent regime is sustained if the turbulent Reynolds number, Re_L, based on the Obukhov length-scale and friction velocity, is larger than 10^2. At Re_L < 10^2, turbulence over a flat surface degenerates completely, but over a waved surface it survives in the form of residual fluctuations, which are weaker for smaller wave slopes. In the stationary turbulent regime, at Re_L > 10^2, vertical profiles of the mean-flow velocity and temperature have a log-linear shape, as predicted by the Monin-Obukhov similarity theory, with the same empirical dimensionless constants as in laboratory and field experiments. The velocity and temperature roughness lengths, vertical turbulent fluxes of momentum and heat, and root mean square turbulent velocity and temperature fluctuations increase with increasing slope of the surface waves. At the same time, vertical profiles of the mean velocity and temperature keep the self-similar shape predicted by the Monin–Obukhov theory, irrespective of the wave slope. Druzhinin et al. (2015b) have performed DNS of stably stratified flows over both flat and waved surfaces for a wide range of bulk Reynolds numbers
and Richardson numbers and revealed that the same threshold, \( \text{Re}_L = 10^2 \), holds true over waved surfaces. However, when the surface wave slope is sufficiently steep, the supercritically stratified flow involves wave-induced, ‘pre-turbulent’ flow patterns, most pronounced in the vicinity of the waved water surface. In the present article, we study basic properties of these motions through DNS and propose a theoretical model of their generation via secondary parametric resonance instability of two-dimensional disturbances induced in the airflow by the surface waves. The study by Druzhinin et al. (2018) is concerned with numerical simulation of momentum, heat, and moisture exchange processes occurring in the marine atmospheric boundary layer. In particular, the influence of seaspray drops on these processes is investigated. It is shown that drops reduce the mean air velocity and temperature, and increase relative humidity as compared to droplet-free flow.

Influence of the spray generation due to the fragmentation of the “bag-breakup” type on momentum exchange in the atmospheric boundary layer above the sea surface at hurricane winds was investigated by Troitskaya et al. (2017) on the basis of the analysis of the results of laboratory experiments. It was shown that aerodynamic drag is determined by the contribution of three factors: first, the drag of the “bag-breakup” canopies as obstacles; second, acceleration of the spray formed during fragmentation by the air flow; and the third factor is related to the stratification of the near-water atmospheric layer due to the presence of levitated water droplets. Combination of all three factors leads to a non-monotonous dependence of the aerodynamic drag coefficient on wind speed, which confirms the results of the field and laboratory measurements.

Cospectral budgets are used by Li et al. (2015) to link the kinetic and potential energy distributions of turbulent eddies, as measured by their spectra, to macroscopic stability relations between the turbulent Prandtl number (\( \text{Pr}_t \)) and atmospheric stability measures such as the stability parameter \( \zeta \), the gradient Richardson number \( R_g \), or the flux Richardson number \( R_f \) in the atmospheric surface layer. The dependence of \( \text{Pr}_t \) on \( \zeta \), \( R_g \), or \( R_f \) is shown to be primarily controlled by the ratio of Kolmogorov and Kolmogorov–Obukhov–Corrsin phenomenological constants and a constant associated with isotropization of turbulent flux production that can be independently determined using rapid distortion theory in homogeneous turbulence. Changes in scaling laws of the vertical velocity and air temperature spectra are also shown to affect the \( \text{Pr}_t - \zeta \) (or \( \text{Pr}_t - R_g \) or \( \text{Pr}_t - R_f \)) relation. Results suggest that departure of \( \text{Pr}_t \) from unity under neutral conditions is induced by dissimilarity between momentum and heat in terms of Rotta constants, isotropization constants, and constants in the flux transfer terms. A maximum flux Richardson number \( R_{fm} \) predicted from the cospectral
budgets method (=0.25) is in good agreement with values in the literature, suggesting that $R_{fm}$ may be tied to the collapse of Kolmogorov spectra instead of laminarization of turbulent flows under stable stratification. The linkages between microscale energy distributions of turbulent eddies and macroscopic relations that are principally determined by dimensional considerations or similarity theories suggest that when these scalewise energy distributions of eddies experience a “transition” to other distributions (e.g., when $R_f$ is increased over $R_{fm}$), dimensional considerations or similarity theories may fail to predict bulk flow properties.

The study by Kurbatskiy and Kurbatskaya (2015) was performed on features of eddy transport of momentum and heat in the lower atmosphere, which includes the planetary boundary layer as well as upper troposphere and lower stratosphere; the study used a three-parametric method for modeling of stratified turbulent flows. A focus was put on analysis of behavior of vertical diffusivities of momentum and heat: data were obtained through direct measurements and through simulation with three-parametric turbulence model with account for effects of internal gravitational waves which support momentum transfer under condition of very stable stratification (while possessing considerable wavy dynamics). It was demonstrated that the profile of vertical diffusivity for momentum, which was calculated using three-parametric turbulence model, is in agreement with data on direct measurements when measured either within a stable stratified planetary boundary layer or beyond this layer, in free atmosphere.

The results of the numerical modeling of turbulent structure of the penetrating convection above the urban heat island with a small aspect ratio in a stably stratified medium at rest are presented in Kurbatskii and Kurbatskaya (2016). The gradient diffusion representations for turbulent momentum and heat fluxes are used, which depend on three parameters – the turbulence kinetic energy, the velocity of its spectral expenditure, and the dispersion of temperature fluctuations. These parameters are found from the closed differential equations of balance in the RANS approach of turbulence description. The distributions of averaged velocity and temperature fields as well as turbulent characteristics agree well with measurement data.

Kurbatskaya and Kurbatskii (2016) examine the parameterizations of the turbulent friction velocity $u^*$ for the mathematical model of an urban heat island of a low-aspect-ratio in a calm stably stratified environment with a thermophysically inhomogeneous underlying surface (unstable stratification over a localized surface heat source and stable stratification out of it). The results of $u^*$ calculation by Louis and Paulson noniterative algorithms for the quasi-steady circulation over an urban heat island are presented.
An explicit algebraic model of Reynolds stresses and the turbulent heat flux vector for the planetary boundary layer in a neutrally stratified boundary layer of the atmosphere above a homogeneous rough surface is tested by Kurbatskii and Kurbatskaya (2017). The version of the algebraic model under consideration is constructed on the physical principles of the RANS (Reynolds-averaged Navier–Stokes) approximation for describing stratified turbulence, it employs three forecasting equations, and a correct reproduction of the main characteristics of a neutral atmospheric boundary layer – the components of the mean wind velocity, the wind turn angle, and the turbulent statistics is shown. Test computations show that the proposed model may be used for goal-oriented investigations of the atmospheric boundary layer.

A recently developed fully explicit algebraic model of Reynolds stress and turbulent heat flux in a thermally stratified planetary atmospheric boundary layer without stratification has been used by Kurbatskii and Kurbatskaya (2018) for a numerical study of the Ekman turbulent boundary layer over a homogeneous rough surface for different dimensionless surface Rossby numbers. A comparative analysis has been conducted for a closure model of the transport term in the prognostic equation of turbulent kinetic energy dissipation including third-order moments. Dependences of the total wind rotation angle on the Rossby number have been obtained. The calculated vertical profiles of mean velocity, turbulent stress, turbulent kinetic energy, surface-friction velocity, and boundary-layer height agree satisfactorily with observational and earlier obtained LES data.

Chkhetiani et al. (2018) consider the assumption postulated by Deusebio and Lindborg (J Fluid Mech 755: 654–671, 2014) that the helicity injected into the Ekman boundary layer undergoes a cascade, with preservation of its sign (right- or alternatively left-handedness), which is a signature of the system rotation, from large to small scales, down to the Kolmogorov microscale of turbulence. At the same time, recent direct field measurements of turbulent helicity in the steppe region of southern Russia near Tsimlyansk Reservoir show the opposite sign of helicity from that expected. A possible explanation for this phenomenon may be the joint action of different scales of atmospheric flows within the boundary layer, including the sea-breeze circulation over the test site. In this regard, we consider a superposition of the classic Ekman spiral solution and Prandtl’s jet-like slope-wind profile to describe the planetary boundary-layer wind structure. The latter solution mimics a hydrostatic shallow breeze circulation over a non-uniformly heated surface. A 180°-wide sector on the hodograph plane exists, within which the relative orientation of the Ekman and Prandtl velocity profiles favours the left rotation with height of the resulting wind velocity vector in the lowermost part of the boundary layer. This ex-
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explains the negative (left-handed) helicity cascade toward small-scale turbulent motions, which agrees with the direct field measurements of turbulent helicity in Tsimlyansk. A simple turbulent relaxation model is proposed that explains the measured positive values of the relatively minor contribution to turbulent helicity from the vertical components of velocity and vorticity.

In Kurgansky (2018), the combined Rankine vortex model is applied to describe the radial profile of azimuthal velocity in atmospheric dust devils, and a simplified model version is proposed of the turbulent surface boundary layer beneath the Rankine vortex periphery that corresponds to the potential vortex. Based on the results by Burggraf et al. (1971), it is accepted that the radial velocity near the ground in the potential vortex greatly exceeds the azimuthal velocity, which makes tractable the problem of the surface shear stress determination, including the case of the turbulent surface boundary layer. The constructed model explains exceeding the threshold shear velocity for aeolian transport in typical dust-devil vortices both on Earth and on Mars.

Dynamical interaction between the troposphere, middle and high atmosphere

The beginning of research on the interaction between the troposphere and the stratosphere in extratropical latitudes dates back to the mid 1970s (Hines, 1974; Holton and Mass, 1976). However, a deeper understanding of this connection emerged through work (Thompson and Wallace, 1998), where a description was given of the mode of sea level pressure variability in the northern hemisphere in winter, which closely connects the troposphere and the lower stratosphere. This mode is called the Arctic Oscillation (AO), its manifestation on the surface is defined as the first empirical orthogonal function (EOF) – the main mode of pressure variability at sea level north of 20N. Comparing the main component of the EOF and the mean zonal wind at different altitudes, a vertical link is found covering the troposphere and the lower stratosphere. In parallel, downward stratospheric anomalies have been studied using simple and more complex models (Holton and Mass, 1976; Scaife and James, 2000). They constitute a series of stratospheric oscillations without an annual cycle: the alternation of positive and negative anomalies with an appearance very similar to the quasi-biennial oscillation (QBO) but with a shorter period of 50–100 days. The main modes of variability can be characterized as a combination of oscillations of the position of the zonal jet and its stochastic amplification.

The variability on the intraseasonal time scales can, at first approximation, be caused by the reddening of the spectrum of random forcing (baroclinic instability). That is, if baroclinic instability is considered as white noise, then the barotropic reaction to such an impact will usually have a red spectrum. Both
friction and non-linear processes tend to suppress long-term correlations and limit spectrum reddening, by whitening a spectrum on long time scales. If stochastic forcing is statistically zonally homogeneous, then the resulting patterns of variability represented by empirical orthogonal functions (EOF) are almost zonally homogeneous with a meridional dipole structure resembling a ring mode. If amplification occurs in storm track zones over the ocean, the resulting structure of variability is localized in zones, resembling the North Atlantic Oscillation (NAO). This suggests that these vibrations and ring modes in the North Atlantic are manifestations of the same phenomenon. Strong interaction between the stratosphere and the troposphere is usually observed in winter. Planetary waves propagating upward, both stationary and non-stationary (of a synoptic time scale), sometimes cause sudden stratospheric warming. On a time scale from month to season, thermal anomalies that are generated as a result of the imbalance of radiation cooling and heating, due to heat fluxes caused by wave dynamics, in the upper stratosphere, propagate downward, affecting the tropospheric circulation. This interaction demonstrates the manifestation of the mode of natural variability, Arctic Oscillations (AO) in the northern hemisphere.

As shown in (Vorobyeva and Volodin, 2018), the first empirical orthogonal function (EOF) of the intra-annual temperature evolution averaged along a circle of latitude in the 0–60 km layer according to a 500-year modeling of a pre-industrial climate with the climate model of the Institute of Computational Mathematics (ICM) of the Russian Academy of Sciences, represents temperature anomalies that propagate down from the upper stratosphere during December to April, and a temperature anomaly is preceded meridional heat flow anomaly in a polar upper stratosphere in December.

The dynamic connection between sudden stratospheric warming (SSW) and blocking phenomena in the troposphere is largely associated with vertically propagating planetary waves (PW), which are known to cause SSW through the interaction of the mean flow with waves. In these processes, the role of PWs with zonal wave numbers 1 and 2 is dominant and is especially pronounced during blocking events in the troposphere. In this case, usually episodes of strong blocking over the North Atlantic precede SSW warming.

The paper (Vargin and Volodin, 2016) is devoted to reproducing dynamic processes in the stratosphere of extratropical latitudes, where using the global climate model of the ICM RAS with an upper limit of 0.2 hPa (60 km) for the period from 1979 to 2008 and reanalysis data, the authors analyze changes in temperature, zonal wind, planetary wave activity, heat fluxes in the lower stratosphere, as well as sudden stratospheric warming with the displacement and separation of the polar vortex and the distribution of circulation anomalies in the troposphere.
Detailed analysis of the stratospheric-tropospheric dynamic interaction in 5 realizations of the 50-year calculation of the climate model of the ICM RAS, 5th version for the modern climate, presented in (Vargin et al., 2018), makes it possible to formulate a number of important conclusions about the disturbance of the stratospheric polar vortex and its effect on the troposphere, by pointing out the issue of most of the atmospheric general circulation models, which are the basis of climate models, namely a weaker response of the troposphere to disturbances of the stratospheric polar vortex in comparison with observational data.

Specific features of sudden stratospheric warming at the end of January 2017 were considered in (Vargin, 2018), where it was shown that this event led to a significant warming of the Arctic stratosphere, prevented a strong destruction of stratospheric ozone, slowing down the zonal circulation of the stratosphere, which did not recover until spring reconstruction, weakening of the stratospheric polar vortex and changing the phase of the Arctic oscillations from positive to negative with warming in the polar region and cooling in mid-high latitudes, as well as the spread of wave activity flows (due to reflection in the upper stratosphere) in the lower stratosphere and the troposphere over northern Canada. As a result, at the beginning of February 2017, in the upper troposphere, the spread of the wave packet to the east over the North Atlantic intensified, which led to the strengthening of the blocking anticyclone over northwestern Europe and a cooling to the southeast of it, and in the northeast of North America the area of reduced pressure has expanded, which led to a significant cooling and heavy rainfall.

Based on reanalyses, ground-based spectrometric and satellite observations, Vargin and Medvedeva (2015) analyze the change in the general circulation regimes in the stratosphere and troposphere associated with the phenomenon of sudden stratospheric warming in early January 2013. It was discovered, two weeks before the VSP, an increase in wave activity flows from the troposphere to the stratosphere over Eastern Siberia – China. It was shown that a week before the VSP, the wave packet propagating to the east in the upper troposphere could contribute to the strengthening of the anticyclone over the northeastern Atlantic, which during the VSP led to the the stratospheric polar vortex splitting into two parts.

Rossby waves, which propagate upwards from the troposphere, play an important role in the variability of the polar stratosphere. Stratospheric anomalies can, in turn, affect the weather and climate in the troposphere. The mechanism of this connection has received much attention in the last decade, but no consensus has been reached so far. During the weakening of the polar vortex, displacement from the pole (vortex displacement) or separation into two daughter vortex (vortex splitting) can occur, they are known to be mainly associated with
vertically propagating Rossby waves with wave numbers 1 and 2. The structure and evolution of the vortex during these events are also very different and can play an important role in understanding the dynamics of the general circulation in the stratosphere and troposphere.

Winter 2009–2010 in the Arctic stratosphere, as compared with other winter periods, as shown in (Vargin, 2015), is characterized by mainly sudden stratospheric warming (SSW) at the end of January, and this event leads to a significant increase in the temperature of the polar stratosphere and to the reversal of the zonal wind. The main results of (Vargin, 2015) are as follows: (1) unlike other major events of the SSW in recent winters, after the SSW in January 2010, the western stream and the polar vortex did not recover their states that were observed before the SSW until the spring adjustment, resulting in depletion the ozone layer inside the polar vortex throughout the winter has been relatively small over the past 20 years; (2) a distinctive feature of the winter of 2010 was the splitting of the stratospheric polar vortex in December, the splitting of the vortex was accompanied by an increase in temperature of the polar stratosphere and weakening of the westerly winds, splitting occurred when, in addition to the high pressure system over northeast Eurasia and the North Pacific, the tropospheric anticyclone Europe has intensified and spread to the lower stratosphere; (3) analysis of wave activity in the extratropical troposphere showed that two Rossby packets propagated east to the North Atlantic a few days before the vortex splitting, the first wave packet propagated from the subtropics and mid-latitudes of the eastern Pacific over North America, and the second from the northern parts of the Pacific Ocean and these wave flows contributed to the strengthening of the tropospheric anticyclone over Europe and the splitting of the polar stratospheric vortex.

This section focuses on the relationship between the dynamics of Rossby waves, wave breaking, wave activity fluxes and various types of circulation in the stratosphere and troposphere. The Rossby wave breaking (RWB) plays an important role in both horizontal and vertical transport and mixing. For example, in the horizontal direction, RWB makes a significant contribution to the flow of moisture into the Arctic. In the vertical direction, RWB changes the thermal stratification in the vicinity of the tropopause, which leads to an increase in the exchange of mass through the tropopause. The variability associated with RWB, the process of transport and mixing, significantly depends on the type of RWB. There are two fundamentally different types of RWB – anticyclonic wave breaking (AWB) and cyclonic wave breaking (CWB) (Thompson et al., 1993). In early September 2002, strong convection processes were observed in south-east Indonesia and south-east Africa. Under conditions of strong divergence of the flow in the upper troposphere, two Rossby wave trains
(RWT) were generated, which spread to the southeast against the background mean flow.

Peters and Vargin (2002) suggested that these wave trains cause an increase in the wave activity of the planetary waves in the upper troposphere / lower stratosphere over Antarctica. Such a change in the structure of planetary waves was diagnosed in September 2002, before the first sudden large warming in the stratosphere occurred in the southern hemisphere. To test the hypothesis, a simplified version of the ECHAM4 model was used. Sensitivity experiments were performed for an average background flux, similar to September 2002, using a Rossby wave generator in the subtropical upper troposphere at two different locations that correspond to the observed regions of flow divergence. As a result, after about 2 weeks of integrating the model using a wave generator, two wave trains (RWT) with propagation to the southeast were discovered, causing an increase in the planetary wave 2 in the upper troposphere and the lower / middle stratosphere. The wave activity flux to the pole turned out to be larger compared with the control run without the use of a wave generator. The simulation results showed that the convergence of the Eliassen-Palm flux causes a slowdown of the mean zonal flow in the stratosphere, but does not change the direction of the wind. Experiments on sensitivity confirm the reliability of these results. The results of the model confirm the hypothesis that the increased activity of planetary waves in the Australian polar region in 2002 is caused by an increase in the subtropical forcing of two RWTs.

Using the winter (November – March) ERA-Interim reanalysis data for geopotential in the troposphere and stratosphere from 1979 to 2016, Guryanov et al. (2018) analyzed wave perturbation spectra with zonal numbers $1 \leq k \leq 10$. At the same time, the contribution of waves propagating to the east (E) and to the west (W), as well as stationary waves (S), was selected. In the troposphere and stratosphere of the tropics, as well as in the upper stratosphere of the entire Northern Hemisphere, an intensification of wave activity was revealed. It turned out that in the tropics and subtropics this is associated with all types of waves (E, W, S), whereas in middle and high latitudes, mainly with stationary waves and waves propagating to the east. In the region of the subtropical tropopause, a general increase in the energy of stationary waves in recent decades has been revealed. In addition, in the troposphere of the tropics and subtropics and in the subtropical lower stratosphere, the energy of waves propagating to the east in the years of El Niño can be one and a half to two times more than in the years of La Nina. The averaged over the spectrum of the zonal wave number for all types of waves (E, W, S) is maximum in the upper troposphere of subtropics. At the same time, the averaged over the spectrum zonal wave number for W and S waves is associated with the Atlantic index between decadal oscillations and changes by 15% in 1979–2016.(on the interdecadal time scale).
The wave-period averaged over the spectrum in the stratosphere is longer than in the troposphere. It is maximal in the middle stratosphere of extratropical latitudes. The relationship between the periods averaged over the spectrum of waves and the activity of sudden stratospheric warmings (SSW) is noted. The sign of this connection depends on the geographic latitude, atmospheric layer and zonal wave number.

A review of the papers dealing with various aspects of stratosphere-troposphere exchange (STE) is presented in Ivanova (2016). The development of STE concepts is described and quantitative estimates of STE obtained by different authors are given. Typical time scales and geographic features of STE are described. Special attention is given to the specific features of STE at extratropical latitudes where active vertical air transport is observed in both directions. The air ascent through the tropopause occurs in the zones of warm conveyor belts, and the air descent takes place in the zones of stratospheric intrusions. Exchange processes in the key region including the upper troposphere and the lowermost stratosphere are described. The mechanisms of large-scale stratospheric intrusions in the systems of tropopause folds or cut-off lows are presented as well as the mechanisms of the mixing of the stratospheric air with the tropospheric one. Specific features of deep stratospheric intrusions are discussed which are based on the analysis of such indicators of stratospheric air as high concentrations of ozone and stratospheric radionuclide 7Be. Some aspects of stratosphere-troposphere energy exchange are considered.

In the northern hemisphere, the stratospheric polar vortex in winter has significant interannual and intraseasonal variability, but, as observations show, this variability increases after large volcanic eruptions (Kodera, 1995; Labitzke and McCormick, 1992). From theoretical considerations it is clear that heating in the lower stratosphere, due to the absorption of radiation by volcanic sulfate aerosols, increases the temperature gradient from the equator to the pole, which, as follows from the equation of thermal wind, leads to strong westerlies. Satellite observations do show warming of the tropical lower stratosphere after volcanic eruptions; therefore, changes in the meridional temperature gradients and zonal flows are physically plausible. The extent to which secondary feedback mechanisms, such as changes in the thickness of the ozone layer or planetary waves propagating upward, affect the intensity of the polar vortex remains uncertain and is the subject of further research.

For example, Zuev et al. (2017), based on reanalysis of ERA-Interim data, studied the effect of heating in the lower tropical stratosphere, due to aerosol from the eruption of the volcano Mt. Merapi in November 2010, on the intensity of the polar vortex in the period February – March 2011. The analysis and assessment of the correlation between volcanic eruptions in the autumn-winter
period and changes in the ozone layer in the Arctic in the next winter-autumn period was also carried out.

**Mathematical problems of climate and ecology**

Earth system models are complex and represent a large number of processes, resulting in a persistent spread across climate projections for a given future scenario. Owing to different model performances against observations and the lack of independence between models, there is now evidence that giving equal weight to each available model projection is nonoptimal. This Perspective discusses newly developed tools that facilitate a more rapid and comprehensive evaluation of model simulations against observations, process-based emergent constraints that are a promising way to focus evaluation on the observations most relevant to climate projections, and advanced methods for model weighting. These approaches are needed to distil the most credible information on regional climate changes, impacts, and risks for stakeholders and policy-makers.

Volodin et al. (2017) present the fifth generation of the INMCM climate model that is being developed at the Institute of Numerical Mathematics of the Russian Academy of Sciences (INMCM5). The most important changes with respect to the previous version (INMCM4) were made in the atmospheric component of the model. Its vertical resolution was increased to resolve the upper stratosphere and the lower mesosphere. A more sophisticated parameterization of condensation and cloudiness formation was introduced as well. An aerosol module was incorporated into the model. The upgraded oceanic component has a modified dynamical core optimized for better implementation on parallel computers and has two times higher resolution in both horizontal directions. Analysis of the present-day climatology of the INMCM5 (based on the data of historical run for 1979–2005) shows moderate improvements in reproduction of basic circulation characteristics with respect to the previous version. Biases in the near-surface temperature and precipitation are slightly reduced compared with INMCM4 as well as biases in oceanic temperature, salinity and sea surface height. The most notable improvement over INMCM4 is the capability of the new model to reproduce the equatorial stratospheric quasi-biannual oscillation and statistics of sudden stratospheric warmings.

Climate changes observed in 1850–2014 are modeled and analyzed on the basis of seven historical runs with the climate model INM-CM5 under the scenario proposed for the Coupled Model Intercomparison Project Phase 6 (CMIP6) in the article (Volodin and Gritsun, 2018). In all runs global mean surface temperature rises by 0.8K at the end of the experiment (2014) in agreement with the observations. Periods of fast warming in 1920–1940 and 1980–2000 as well as its slowdown in 1950–1975 and 2000–2014 are correctly
reproduced by the ensemble mean. The notable change here with respect to the CMIP5 results is the correct reproduction of the slowdown in global warming in 2000–2014 that we attribute to a change in ocean heat uptake and a more accurate description of the total solar irradiance in the CMIP6 protocol. The model is able to reproduce the correct behavior of global mean temperature in 1980–2014 despite incorrect phases of the Atlantic Multidecadal Oscillation and Pacific Decadal Oscillation indices in the majority of experiments. The Arctic sea ice loss in recent decades is reasonably close to the observations in just one model run; the model underestimates Arctic sea ice loss by a factor of 2.5. The spatial pattern of the model mean surface temperature trend during the last 30 years looks close to the one for the ERA-Interim reanalysis. The model correctly estimates the magnitude of stratospheric cooling.

Thirty models in phase 5 of the Coupled Model Intercomparison Project (CMIP5) are evaluated for their performances in reproducing two summertime atmospheric circulation patterns in the Arctic: the Arctic Oscillation (AO) and Arctic dipole (AD) (Cai et al., 2018). The reference AO and AD are extracted from the ERA-Interim dataset (1979–2016). Model evaluation is conducted during the historical period (1901–2005). Models are ranked by a combined metrics approach based on two pattern correlation coefficients (PCCs) and two explained variances for the AO and AD, respectively. In the projected period (2006–2100), most models produce a positive trend for the AO index and a negative trend for the AD index in summer. The models ranked higher based on the combined metrics ranking show greater consistency and smaller values in the magnitudes of trends of AO and AD than the lower-ranked ones. The projected trends in the AO and AD contribute to a slight increase, if not a decrease, of the air temperature and an acceleration of precipitation increase in the twenty-first century over Arctic Alaska, which is the reverse of over the Barents and Kara Seas. Changes in the AO and AD are relatively minor contributing factors to the projected temperature and precipitation changes in the Arctic, among which the changes in the AD play a bigger role than those in the AO. The summer AO and AD have a stronger impact on the spatial asymmetry of the precipitation field than on the air temperature field.

As noted in the article (Christopher et al., 2018), strong winter warming has dominated recent patterns of climate change along the Arctic Coastal Plain (ACP) of northern Alaska. The full impact of arctic winters may be best manifest by freshwater ice growth and the extent to which abundant shallow ACP lakes freeze solid with bedfast ice by the end of winter. For example, winter conditions of 2016–17 produced record low extents of bedfast ice across the ACP. In addition to high air temperatures, the causes varied from deep snow accumulation on the Barrow Peninsula to high late season rainfall and lake lev-
els farther east on the ACP. In contrast, the previous winter of 2015–16 was also warm, but low snowpack and high winds caused relatively thick lake ice to develop and corresponding high extents of bedfast ice on the ACP. This recent comparison of extreme variation in lake ice responses between two adjacent regions and years in the context of long-term climate and ice records highlights the complexity associated with weather conditions and climate change in the Arctic. Recent observations of maximum ice thickness (MIT) compared to simulated MIT from Weather Research and Forcing (Polar-WRF) model output show greater departure toward thinner ice than predicted by models, underscoring this uncertainty and the need for sustained observations. Lake ice thickness and the extent of bedfast ice not only indicate the impact of arctic winters, but also directly affect sublake permafrost, winter water supply for industry, and overwinter habitat availability. Therefore, tracking freshwater ice responses provides a comprehensive picture of winter, as well as summer, weather conditions and climate change with implications to broader landscape, ecosystem, and resource responses in the Arctic. In this study, authors focus on observations from the two recent winters on the ACP to demonstrate the complex responses among lakes, freshwater ice, and permafrost to winter climate.

New intermediate complexity model (PlaSim-ESM-ICMMG-v.1.0) constructed by coupling the Planet Simulator with ocean and sea-ice models is described in article (Platov et al., 2017). The results are demonstrated of climate simulation using PlaSim-ICMMG-v.1.0 considering global fields of surface air temperature, precipitation, sea surface temperature, and ocean circulation, and make comparisons with the results obtained using the original PlaSim version. PlaSim-ICMMG-v.1.0 reproduces the main features of the climate system reasonably well and demonstrates that it is useful for climate system modeling. Due to the rapid warming in the Arctic, there are major challenges associated with the mechanisms that regulate the dynamics of weather in the mid-latitudes. The new earth’s system model of intermediate complexity PlaSim-ICMMG-v.1.0 can be used to deal with these challenges.

The set of equations for representing the atmosphere’s large-scale general circulation in an Earth system model of intermediate complexity (EMIC) are presented and validated in the article (Totz et al., 2018). These dynamical equations have been implemented in Aeolus 1.0, which is a statistical–dynamical atmosphere model (SDAM) and includes radiative transfer and cloud modules. The statistical dynamical approach is computationally efficient and thus enables us to perform climate simulations at multimillennia timescales, which is a prime aim of our model development. Further, this computational efficiency enables us to scan large and high-dimensional parameter space to tune the model parameters, e.g., for sensitivity studies. Here are presented novel equa-
tions for the large-scale zonal mean wind as well as those for planetary waves. Together with synoptic parameterization (as presented by Coumou et al., 2011), these form the mathematical description of the dynamical core of Aeolus 1.0. We optimize the dynamical core parameter values by tuning all relevant dynamical fields to ERA-Interim reanalysis data (1983–2009) forcing the dynamical core with prescribed surface temperature, surface humidity and cumulus cloud fraction. We test the model’s performance in reproducing the seasonal cycle and the influence of the El Niño–Southern Oscillation (ENSO). Simulated annealing optimization algorithm, which approximates the global minimum of a high-dimensional function was used. With non-tuned parameter values, the model performs reasonably in terms of its representation of zonal-mean circulation, planetary waves and storm tracks. The simulated annealing optimization improves in particular the model’s representation of the Northern Hemisphere jet stream and storm tracks as well as the Hadley circulation. The regions of high zonal wind velocities (planetary waves) are accurately captured for all validation experiments. The zonal-mean zonal wind and the integrated lower troposphere mass flux show good results in particular in the Northern Hemisphere. In the Southern Hemisphere, the model tends to produce too-weak zonal-mean zonal winds and a too-narrow Hadley circulation. We discuss possible reasons for these model biases as well as planned future model improvements and applications.

Krupchatnikov et al. (2018) discuss some aspects of interaction between atmospheric dynamics processes in the Arctic and the mid-latitudes under conditions of global climate change and rapid warming in the Arctic in the lower layer of the troposphere (due to a mechanism of positive feedbacks, enhancement of atmospheric heat and moisture fluxes to the Arctic and heat transfer by currents in the ocean). This is a difficult task, given the fact that the observation of this phenomenon is relatively short. One of the plausible physical hypotheses of the effect of warming in the Arctic on the dynamics of the atmosphere in the mid- and high latitudes is that the reduction of sea ice and snow cover anomalies caused by this warming can lead to changes in the frequency and intensity of the extreme weather events and largescale circulation in the mid-latitudes and in the Arctic region. Polar cyclones, stratospheric vortex, jet streams, North Atlantic oscillations – these objects of atmospheric dynamics are the subject of discussion in this article. The paper also presents the results of a study of the sensitivity of the Arctic Ocean and the sea ice to variability of atmospheric circulation, taking into account the dynamics of the NAO/AO. Special attention is paid to the circulation over the Norwegian and Greenland Seas, which are the area of formation of the initial trajectory of distribution of Atlantic waters in the Arctic Ocean.
The study by (Martynova and Krupchatnikov, 2018) was performed using JSBACH land surface model with atmospheric conditions obtained from INMCM4 modelling results. Vegetation plays a key role in the global climate system via modification of the water and energy balance. Response of different vegetation types to present and projected climatic conditions was assessed for Siberia. A climate change was determined according to the RCP 8.5 scenario. A geographical redistribution of extratropical forest and grass vegetation and weakening of a canopy ability to absorb carbon dioxide from the atmosphere were obtained for climate warming conditions for Siberia. It was established that Eastern Siberia is more sensitive to climate forcing than Western Siberia.

In (Borovko and Krupchatnikov, 2015) responses of the general circulation of the atmosphere to climate changes are simulated with a spectral model. It is shown that as the meridional temperature gradient decreases the Hadley circulation weakens and its boundaries move to the poles. The troposphere height dynamics versus the equilibrium temperature of atmospheric radiation is investigated. A relation between the characteristics determining the baroclinic instability in the atmosphere is obtained. In the lower troposphere, the stratification is determined by radiation-convective processes and baroclinic turbulence. The level at which the thermal stratification regimes change is $\sigma \approx 550$ mbar. Experimental results show that changes in the slope of the isentropic surfaces in the lower troposphere when the stratospheric polar vortex is amplified in the stratosphere are consistent with theoretical estimates.

The results of the study of the connection between abnormally cold weather patterns in winter in Russia at the beginning of the XXI with changes in the sea-ice area in the Arctic are presented in (Semenov and Latif, 2015). The early 21st century was marked by several severe winters over Central Eurasia linked to a blocking anti-cyclone centered south of the Barents Sea. Severe winters in Central Eurasia were frequent in the 1960s when Arctic sea ice cover was anomalously large, and rare in the 1990s featuring considerably less sea ice cover; the 1960s being characterized by a low, the 1990s by a high phase of the North Atlantic Oscillation, the major driver of surface climate variability in Central Eurasia. We performed ensemble simulations with an atmospheric general circulation model using a set of multi-year Arctic sea ice climatologies corresponding to different periods during 1966–2012. The atmospheric response to the strongly reduced sea ice cover of 2005–2012 exhibits a statistically significant anti-cyclonic surface pressure anomaly which is similar to that observed. A similar response is found when the strongly positive sea ice cover anomaly of 1966–1969 drives the model. Basically no significant atmospheric circulation response was simulated when the model was forced by the sea ice cover anomaly of 1990–1995. The results suggest that sea ice cover reduction, through a changed atmospheric circulation, considerably contributed to the re-
cent anomalously cold winters in Central Eurasia. Further, a nonlinear atmospheric circulation response to shrinking sea ice cover is suggested that depends on the background sea ice cover.

There were several anomalously cold winter weather regimes in Russia in the early 21st century. These regimes were usually associated with a blocking anticyclone south of the Barents Sea. Numerical simulations with an atmospheric general circulation model (AGCM) using prescribed sea ice concentration (SIC) data for different periods during the last 50 years showed that a rapid sea ice area decline in the Barents Sea in the last decade could bring about the formation of such a blocking anticyclone and cooling over northern Eurasia (Semenov, 2016). The SIC reduction in the former period, from the second half of the 1960s to the first half of the 1990s, results in a weaker response of opposite sign. This suggests a nonlinear atmospheric circulation response to the SIC reduction in the Barents Sea, which has been previously found in the idealized AGCM simulations. An impact of the Barents Sea SIC reduction on the North Atlantic Oscillation (NAO), in particular, on the formation of the anomalously low NAO index, is found. The results indicate an important role that the Barents Sea, a region with the largest variability of the ocean–atmosphere heat exchange in the Arctic in wintertime, plays in generating anomalous weather regimes in Russia.

Possible mechanisms of formation for some significant regional weather and climate anomalies in Russia in the recent years and their link to global climate change and natural quasi-cyclic processes are discussed in (Mokhov and Semenov, 2016). Specifically, extreme Russian heat wave in 2010, Amur flood in 2013 and anomalously cold winters in the recent years are analyzed. All these phenomena are related to formation of long-living blocking anticyclones that are expected in general to be more frequent under global warming. When linking weather and climate extremes to global warming, the effects related to regional and global natural quasi-cyclic processes should be taken into account. They include Atlantic Multidecadal Oscillation, Pacific Decadal Oscillation and El Niño/Southern Oscillation.

Based on observational data on daily mean surface air temperature (SAT) and sea ice concentration (SIC) in the Barents Sea (BS), the characteristics of strong positive and negative winter SAT anomalies in Moscow have been studied by Shukurov and Semenov (2018) in comparison with BS SIC data obtained in 1949–2016. An analysis of surface backward trajectories of air-particle motions has revealed the most probable paths of both cold and warm air invasions into Moscow and located regions that mostly affect strong winter SAT anomalies in Moscow. Atmospheric circulation anomalies that cause strong winter SAT anomalies in Moscow have been revealed. Changes in the
ways of both cold and warm air invasions have been found, as well as an increase in the frequency of blocking anticyclones in 2005–2016 when compared to 1970–1999. The results suggest that a winter SIC decrease in the BS in 2005–2016 affects strong winter SAT anomalies in Moscow due to an increase in the frequency of occurrence of blocking anticyclones to the south of and over the BS.

The influence of the Atlantic Multidecadal Oscillation (AMO) on large-scale atmospheric circulation in the Atlantic region in summer for the period of 1950–2015 is investigated in (Semenov and Cherenkova, 2018). It is shown that the intensification of the summer North Atlantic Oscillation (NAO) with significant changes in sea level pressure anomalies in the main centers of action (over Greenland and the British Isles) occurred while the North Atlantic was cooler. Sea surface temperature anomalies, which are linked to the AMO in the summer season, affect both the NAO index and fluctuations of the centers of action in the Eastern Atlantic/Western Russia (EAWR). The positive (negative) phase of the AMO is characterized by a combination of negative (positive) values of the NAO and EAWR indices. The dominance of the opposite phases of the teleconnection indices in the summer during the warm North Atlantic and in its colder period resulted in differences in the regional climate in Europe.

In the last decades, poleward displacements of elements of the general atmospheric circulation such as the Hadley Cell and storm tracks have been observed. On the basis of results of the numerical modeling of climate dynamics using an idealized model of the climatic system, Martynova and Krupchatnikov (2015) showed that the tendency to the displacement of storm tracks to the poles in the Northern Hemisphere would continue under the conditions of climate warming (according to the RCP 8.5 scenario). The activity of storm tracks and their spatial distribution is not fully restored with the returning climate to the pre-industrial regime. The same can be said about the distribution of heat and moisture fluxes. Study also shows that the tropics are compressed during the period of the warm ENSO phase, causing an offset to the equator of the jet stream, storm tracks, the divergence of the eddy momentum flux and the boundary of the Headley Cell. The calculations performed give an ambiguous picture of the distribution over latitudes of the magnitude of the change in the eddy length scale. Sustained growth of the characteristic wavelength exists only at midlatitudes north of latitude 50°. An increase in the scale of the vortex length is expected to have important consequences. For example, the position of critical latitudes and the associated vortex dissipation depends on the scale of the wavelength; therefore, it can be assumed that this increase will contribute to the jet flow to the pole in middle latitudes. In addition, since longer waves are more able to propagate into the stratosphere, they can lead to increased Bruwer–Dobson circulation.
It has been hypothesised that the Arctic amplification of temperature changes causes a decrease in the northward temperature gradient in the troposphere, thereby enhancing the oscillation of planetary waves leading to extreme weather in mid-latitudes. To test this hypothesis, the response of the atmosphere to Arctic amplification for a projected summer sea-ice-free period using an atmospheric model with prescribed surface boundary conditions from a state-of-the-art Earth system model was studied in the article (Meleshko et al., 2016). Besides a standard global warming simulation, also was conducted a sensitivity experiment with sea ice and sea surface temperature anomalies in the Arctic. There was shown that when global climate warms, enhancement of the northward heat transport provides the major contribution to decrease the northward temperature gradient in the polar troposphere in cold seasons, causing more oscillation of the planetary waves. However, while Arctic amplification significantly enhances near-surface air temperature in the polar region, it is not large enough to invoke an increased oscillation of the planetary waves.

In Kattsov et al. (2017) the problem is stated of quantification of the 21st century climate change projections across Russia detailed in the physical and probability spaces. The obtained projections are to be used for the quantitative description of future climate impacts on the sectors of the Russian economy and, in the end, for developing the federal, sector, and regional plans of adaptation to climate changes. The formulated problem is solved by massive (50 members) ensemble simulations using the high-resolution (the horizontal resolution is 25 km) system of climate models developed in the Voeikov Main Geophysical Observatory.

Studies dealing with impact of the Arctic warming and related sea ice decline on the Northern Hemisphere atmospheric circulation are considered in Meleshko et al. (2018). The causes of occurrence of extremely cold winters over the mid-latitude continents observed in the recent decades against the warming background are discussed. Several conceptions are outlined which explain potential reasons for occurrence of this phenomenon. The paper discusses impacts of the Arctic sea ice loss on the large-scale atmospheric circulation, oscillations of planetary waves. It also discusses issues related to sea ice changes in the Barents and Kara seas and their link to the frequency of extremely cold winters observed in Eurasia and North America, the contribution of internal atmospheric variability to the increasing frequency of cold weather, and the role of the Atlantic Multidecadal Oscillation in the Arctic sea ice reduction.

The abilities of an ensemble of present-day global climate models are analyzed in article (Sporyshev et al., 2018) in the course of modeling of evolution of the Arctic surface temperature over land including spatial consistency between the modeled and observed data. These results are the basis for probabilis-
tic regional prediction of variation in the surface air temperature for the near future (2021–2040).

Polonskii and Kibal’chich (2015) analyzed is the impact that basic spatio-temporal modes in the ocean-atmosphere system of the Northern Hemisphere characterizing interannual variability, produce on the anomalies of surface air temperature in Eastern Europe and the Black Sea countries in winter. It is demonstrated from the data of NCEP reanalysis and standard meteorological observations for 1950–2012 using the composite method that the maximum influence on the anomalies of monthly mean air temperature is exerted by the North Atlantic Oscillation in the northwestern part of the region and by the Scandinavian pattern in its eastern part. Typical anomalies of monthly mean air temperature caused by these modes reach 4–5°C. The effects of East Atlantic and East Atlantic-West Russia patterns prevail in the Black Sea region. Regional monthly mean air temperature anomalies caused by them reach 2–2.5°C. The positive phases of the North Atlantic Oscillation and East Atlantic pattern that describe the intensity of zonal atmospheric circulation are accompanied by the positive anomalies of surface air temperature in the most part of Eastern Europe. The positive phases of the Scandinavian and East Atlantic-West Russia patterns associated with the anticyclonic blocking are accompanied by negative anomalies. Extreme negative anomalies of temperature in January and February are registered most frequently if the negative phase of the East Atlantic pattern coincides with the positive phase of the Scandinavian pattern, and extremely high positive anomalies, at the combination of the positive phase of the East Atlantic pattern and the negative phase of the Scandinavian pattern.

The statistical significance of Global Atmospheric Oscillation (GAO), whose main element is the well-known El Niño–Southern Oscillation in the equatorial Pacific, was assessed from monthly mean atmospheric pressure data at sea level at the nodes of a regular 5×5° grid covering the entire surface of the Earth in the article (Byshev et al., 2016). The data were collected in 1920–2012. It was found that statistically reliable GAO signals cover almost the entire tropical zone and they also appear at mid- and high latitudes of both hemispheres.

Advances in the theory of nonlinear dynamical systems, deterministic or stochastic, as well as advances in the theory of nonlinear partial differential equations, have a profound effect on the modeling and understanding of the dynamics of the atmosphere and the ocean. In the mathematical theory of climate, the idea of simulating fast chaotic atmospheric dynamics using random processes and, therefore, reducing the effective dimension of the entire system goes back to Hasselman (1976), Leith (1975), and Dymnikov (1996).

For E. Lorenz’s stochastic system with the right-hand side perturbed by white noise in the article (Klevtsova, 2015) sufficient conditions on the parame-
ters and the right-hand side are obtained for existence of a unique stationary measure. A nonlinear system of partial differential equations of the two-layer quasi-solenoidal Lorentz model of the baroclinic atmosphere on a rotating two-dimensional sphere is considered. The right-hand side of the system is perturbed by white noise. In the article (Klevtsova, 2017) a unique stationary measure for the Markov semigroup defined by the solutions of the Cauchy problem for two-layer quasi-solenoidal Lorenz model of a baroclinic atmosphere on a rotating two-dimensional sphere is considered. The right-hand side of the system is perturbed by white noise. An estimate for the rate of convergence of the distributions of all solutions for a certain class of this system to the unique stationary measure is proposed. A similar result is obtained for the equation of a barotropic atmosphere and the two-dimensional Navier–Stokes (NS) equation. A comparative analysis with some of the available related results is given for the N-S equation.

A virtual research environment aimed at analysis of climate change and its impact on Northern Eurasia based on climatic data archives and dedicated analytics embedded in the web-GIS called “Climate” is presented in Gordov et al. (2018). An extended set of analytical procedures related to the analysis of climatic and meteorological extremes are described. An updated web portal structure is described to facilitate the system use by the general public, regional stakeholders, and decision makers and get the required information without using a tedious registration procedure.

Concluding remarks

In this report, we overviewed the articles belonging to the field of dynamical meteorology, or closely related to it, which are authored or co-authored by Russian scientists and have been published in 2015–2018 in peer-reviewed journals indexed in WoS and/or Scopus databases. The review would not have been possible without participation and support of a large number of Russian scientists, to whom all we are sincerely grateful.
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A new Chemical Atmospheric Research Model development

A global numerical photochemical model CHARM (Chemical Atmospheric Research Model) was developed at the Laboratory of Atmospheric Chemistry and Dynamics at the Central Aerological Observatory. The article [1] presents the results of three-dimensional numerical modeling of climatological distributions of ozone and other small gas components in the range of 0–90 km. 87 chemical and 40 photochemical reactions were taken into account. The results of the implementation of numerical scenarios of exposure caused by changes in the UV radiation flux of the Sun in the cycle of its activity, as well as due to the destruction of ozone in the polar regions by high-energy particles of cosmic origin, are reported. The amplitudes of variations in UV radiation in various intervals of the spectrum, that characterized 21st and 22nd cycles of solar activity, were used as well as the ionization rates of particles were calculated from data the GOES-10 satellite. To describe the spatial transport of impurities, calculations of global fields of the wind components using the ARM general circulation model were used.

A description of the CHARM-I global numerical photochemical model (Chemical Atmospheric Research Model with Ions) is presented in the paper [2]. In addition to 113 chemical and photochemical reactions, 28 positive ion reactions, 29 negative ion reactions, 9 dissociation and photo-detachment reactions for negative ions and 14 ion recombination reactions were taken into account. As ionizing factors the models include UV-radiation fluxes at the wave-
length Ly-α, as well as galactic cosmic rays. To calculate the concentrations of neutral components, the “chemical families” method was used, and when calculating the charged concentrations, the electroneutrality condition was implicated at each integration step over time. The Prater scheme was used to describe the spatial transfer of a chemically active impurity. The model also makes it possible to take into account the effect of solar flares and particle precipitation on the D region. In [3], a qualitative assessment was made of the possibility of lowering the ozone concentration in the lower part of the D region under the influence of a powerful radio wave (expressed in [4] according to the results of an experiment on the Sura heating facility in March 2009). This estimates suggestion that a conclusion about such an effect on mesospheric ozone is just prematurely. Further experimental and theoretical research is needed. The effect of strong sudden stratospheric warming on the ozone of the middle atmosphere was considered in [5]. The features of changes in the medium-term situation during the mid-winter warming over the past two decades are investigated. The relationships of ozone with planetary waves and the intensity of the polar stratospheric vortex are established. It has been established that relative to the duration of a decrease in the water level in ozone, it cannot be achieved. Such phenomena preceded the development of strong mid-winter stratospheric warming, which expected a significant increase in ozone in January. The amplitude of the waves with n = 1 increased, and the waves with n = 2 increased, and in the center of the polar vortex increased opportunities. These features vary with the scale and extent of stratospheric warming.

Ozone layer: modeling, observations and predictions

A critical analysis of the active methods for the recovery of the ozone layer was carried out in the paper [6]. A critical analysis of various methods for the recovery of the ozone layer is given; emissions of alkane-class gases, destruction of freons by infrared laser radiation and using a microwave discharge, exposure to laser UV radiation and electrical discharge in the atmosphere, using solar radiation and laser infrared radiation shielding ozone-dissociating solar radiation. Optimal from the point of view of efficiency, economic costs and environmental consequences are the use of sources of gamma radiation, electrical discharge in the atmosphere and ultra-high frequencies breakdown.

The analysis of stratospheric O_3 and NO_2 abnormalities was carried out due to sudden stratospheric warming and the stratospheric circumpolar vortex caused by it in early February 2010 and latitudinal shift of the vortex to the European sector in late March 2011 on the eve of the final spring warming. In the first case, the concentration of O_3 in the thickness of the stratosphere was up
to 85% and the NO\textsubscript{2} content doubled; in the second, a decrease in the O\textsubscript{3} concentration by a quarter and the NO\textsubscript{2} content by half compared with the average values for the periods preceding the onset of anomalies. The estimates of the statistical relationship of the stratospheric contents of O\textsubscript{3} and NO\textsubscript{2} with potential vorticity and geopotential were obtained [19].

Analysis of the variability of atmospheric ozone content in different altitudes in the vicinity of St. Petersburg in 2009–2014 made on the basis of a comparison of the results of ground-based measurements at Peterhof atmospheric station, with the results of satellite measurements using the SBUV instrument and the results of numerical simulation. In the model, temperature, wind speed, air humidity and surface pressure were set according to the MERRA reanalysis. Based on a set of measurement results, numerical modeling and reanalysis, the features of seasonal and inter-annual changes in the ozone content in different altitude layers were identified, and the role of photochemical and dynamic factors in variations of the ozone content was estimated [20].

Examples of the total ozone (TO) content recovery from the spectra of outgoing thermal radiation measured with the aid of the IKFS-2 instrument from the “Meteor-M” meteorological satellite No. 2 are given. The method developed by the authors, based on the neural network approach using the TO measurement data using the OMI satellite device, is applied. Comparison of the obtained results with the ground-based measurements of the TO shows from agreement within 2–5% for the global ensemble and within 3–6% for individual latitudinal belts and seasons. Estimates of the measurement errors of the TO at IKFS-2 are close to the measurement errors of the TO using a similar IASI instrument from the MetOp satellite (EUMETSAT) [21].

A review of the observation and study of the ozone layer by Roshydromet institutions, the Russian Academy of Sciences and the Ministry of Education and Science was prepared based on the National Communication of the Russian Federation submitted to the World Meteorological Organization in January 2017. The main modern trends in research and development of ozone layer monitoring abroad and in Russia. Priority measures were proposed to enhance such work in our country [24].

A statistical approach is presented to restore the concentrations of the most important small mesospheric gas components at altitudes of 50–75 km using a photochemical model based on time series of ozone concentration, which was measured during the daytime of one day using a ground-based passive microwave device. Using the model of time series with noise and with the assumption of realistic measurement accuracy in the mesosphere, which is guaranteed by existing ozonometers, the accuracy of restoring unmeasured mesospheric characteristics as a function of the height and length of the time series is investigated [25].
Planetary waves, gravity waves, quasi-biennial oscillations and ozone: modeling, observations and predictions

The influence of planetary waves on the stability of the circumpolar vortex, the temperature of the polar stratosphere, the content of ozone and other gases has been simulated using the global climate-climate model of the lower and middle atmosphere. It was found that the planetary waves propagating from the troposphere to the stratosphere affect the gas composition of the stratosphere of the Arctic and Antarctic in different ways. In the Arctic, the degree of wave activity critically affects the formation of a circumpolar vortex, the appearance of polar stratospheric clouds, halogen activity on their surface and the formation of ozone anomalies. As a rule, at high wave activity, ozone anomalies in the Arctic are not formed, and at low, they can occur. In the Antarctic, wave activity affects the degree of vortex stability and the depth of ozone holes, which are formed at almost any wave activity, and the minimum ozone content depends on whether strong or weak activity is observed in specific years [26].

For a more accurate simulation of stationary planetary waves and atmospheric tides, a three-dimensional (longitude-latitude-height) semi-empirical climate model of water vapor distribution in the troposphere was created using the model of the middle and upper atmosphere (MSVA), which takes into account seasonal changes. Radiation heating and cooling units in MSVA are modified taking into account the dependence of the concentration of water vapor on the longitude. Calculations showed that taking into account the inhomogeneities of the water vapor content along the latitudinal circle leads to a significant dependence of solar heating on longitude, which affects the amplitudes of stationary planetary waves in the stratosphere [27].

Satellite and ground-based measurements of the ozone content in two atmospheric layers (0-25 and 25-60 km) are compared with the data of numerical modeling of the composition of the lower and middle atmosphere for the region of St. Petersburg. Average daily and monthly mean ozone concentrations for 3.5 years were compared (June of 2011th – December of 2014th). In general, agreement is good or satisfactory. Nevertheless, systematic differences in experimental data from model data were found. The model overestimates ozone compared to satellite measurements in the autumn-winter period in a layer of 0–25 km and underestimates in a layer of 25–60 km in the same period. These features are manifested in the average monthly values. The model in some cases demonstrates strong and “high-frequency” ozone oscillations, which are not always recorded in measurements [28].
Using the 3D chemical transfer model (CTM), it was shown that restoring the distribution of atomic oxygen and atomic hydrogen using the chemical ozone equilibrium assumption can lead to large errors below 81–87 km. A simple semi-empirical criterion is given for the practical indication of the lower boundary of the chemical equilibrium region of ozone near the mesopause [29].

The parametrization of the dynamic and thermal effects of orographic gravitational waves (OGW) and quasi-biennial oscillations (QBO) of the zonal wind are introduced into the general circulation model of the middle and upper atmosphere (MIAM). The sensitivity of vertical ozone fluxes to the influence of stationary OGW was studied at different phases of the QBO at altitudes up to 100 km in January. The simulated changes in vertical velocities produce corresponding changes in ozone fluxes caused by the influence of parameterization of the state bodies and the transition from the eastern to the western phase of the QBO. These changes can reach 40-60% in the Northern Hemisphere at the heights of the middle atmosphere [30].

The time series of satellite measurements of total ozone (TO) and ozone in two layers 0–25 and 25–60 km for 2000–2014, compared with the results of numerical simulation using the chemical transport model (CTM) and the EMAC climate model. Daily and average monthly values, short-term periods of its decrease, as well as long-term trends were compared. The statistical characteristics of the three time series (mean, SD, variations, median, asymmetry indices, etc.) are well matched. The EMAS model underestimates the ozone content in all three layers. The mismatch with satellite data is (5 ± 5), (7 ± 7) and (1 ± 4)% for CCA, 0–25 and 25–60 km layers. The mismatches of SBUV and CTM are (0 ± 7), (1 ± 9) and (-2 ± 8)%.

To restore atomic oxygen from ozone observations in the extended region of the mesopause under sunlight, the assumptions of ozone photochemical equilibrium and ozone loss during photodissociation (excluding destruction by atomic hydrogen) are used. Assumptions verified by 3-D modeling. It was found that ozone is close to photochemical equilibrium at 75–100 km during the day. However, the destruction of ozone by atomic hydrogen cannot be neglected when atomic oxygen is reduced by ozone observations [32].

Observations

For the first time, the total content (OC) of ClONO<sub>2</sub> chlorine nitrate was measured using a Bruker IFS-125HR Fourier Spectrometer (FS) in 2009–2012, in Peterhof atmospheric station. The average value of the error is (25 ± 10)%. The results are compared with measurements by similar instruments at NDACC stations, with MIPAS satellite measurements and the EMAC chemical-climatological model. The seasonal course is the same for stations Peterhof,
Kiruna, Eureka with a maximum in February-March. A correlation $R = 0.7–0.9$ between the MIPAS data, ground-based measurements at Peterhof and the EMAC model was found. On average, the model values are less than both ground-based and satellite measurements [50].

An increase in nightly ozone concentrations in the stratosphere and lower mesosphere by 30–40% compared with daily values at an altitude of 50 km and by 50–80% by 60 km was found. Daily movement not found below 50 km. It is shown that nightly content is experiencing day-to-day changes. The results were compared with the MLS AURA orbital instrument data [51].

In Peterhof in 2009–2012 the ozone content in the troposphere (0–12 km) was measured with an error of ~ 4%, the stratosphere (12–50 km) with an error of ~3%, in layers 10–20 and 20–50 km (3–5%); in layers 12–18, 18–25 and 25–50 km (4–7%). In the seasonal variation in the troposphere and in the 12–18 km layer, a maximum is observed in March and a minimum in November with an amplitude of 30 and 40%, respectively. For a layer of 18–25 km, the maximum occurs in the winter-spring period, the minimum is at the end of summer, the amplitude of the seasonal chord is ~ 20%. The amplitude of changes in the annual variation in the 25–50 km layer is about 30%, with a maximum near the summer solstice and a minimum near the winter solstice. For three years, the increase in the ozone content in this layer amounted to ~10% per year of its average value over the period. The correlation coefficient of terrestrial and satellite measurements of stratospheric ozone is 0.76–0.84. The mean square mismatch of terrestrial and satellite (MLS) measurements is 13.6 and 5% for layers 10–20, 20–50 and 10–50 km, respectively. The correlation coefficient between the two types of measurements is 0.82–0.94 [52].

Ground-based spectrometric measurements revealed a negative anomaly in the stratospheric content of NO$_2$ in the winter-spring period of 2011 at a number of stations in the Northern Hemisphere. It was accompanied by anomalies of total ozone (TO) and stratospheric temperature and was caused by air transport from the area of the Arctic ozone hole. The analysis of the relation between the variations of the NO$_2$ OC and the variations in the TO and the temperatures of the Northern and Southern Hemisphere in the winter and spring periods was performed. It is established that it depends on the phase of the quasi-two-year cyclicity of the equatorial stratospheric wind [53].

The climatological model of the lower and middle atmosphere is used to study the sensitivity of the gas composition and temperature of the atmosphere to changes in spectral radiation fluxes in the 11-year cycle based on satellite measurements in the first decade of the 21st century. Model calculations showed that in addition to increasing the spectral flux in the absorption bands of molecular oxygen, leading to an increase in the ozone content, changes in the
flux at long wavelengths are also significant for the composition and temperature of the atmosphere. Changes in the rates of ozone destruction in different catalytic cycles partially compensate each other, while an increase in the destruction rate occurs in the reaction with atomic oxygen and in the nitrogen cycle, and a decrease in the hydrogen and chlorine cycles [54].

At the St. Petersburg State University, Peterhof station, a comparison was made of the data of the global model EMAC with the data of spectrometric measurements of the total (OC) ozone, HNO₃, HCl, NO₂ for 2009–2012. Both daily averages and monthly averages are analyzed. It is shown that the model reproduces the seasonal dependencies of the OC well enough. However several disagreements was identified. So the model for NO₂, HCl, HNO₃ underestimates the values of the OC compared with the experiment (on average by 14% for NO₂, by 22% for HCl and by 36% for HNO₃). For the total (OC) ozone, the model gives large values (by an average of 12%) [55].

The article [60] presents the results of the analysis of the phase relationships between the quasi-ten-year variations in the range of 8–13 years of total ozone (TO) at the Aroza station for 1932–2012. and a number of meteorological parameters: monthly mean values of temperature, meridional and zonal components of wind speed and geopotential heights for isobaric surfaces in a layer of 10–925 hPa by Fourier methods, composite and cross-wavelet analysis. Since the beginning of the 24th cycle of solar activity (2008–2010), variations in the TO and meteorological parameters occur approximately in antiphase with variations in solar activity. The periods of maximum temperature growth rate on surfaces of 50–100 hPa approximately correspond to the periods of TOC maxima, and the periods of temperature maxima to the periods of the highest rate of TOC decrease. The moments of the maxima (minima) of the QBOs of the meridional wind speed approximately correspond to the periods of the maximum rate of amplification (attenuation) of the QBO temperature. QBO geopotential heights of isobaric surfaces lag behind the TOC variations by an average of 1.5 years. In general, the periods of variations in the TO and meteorological parameters in the range of 8–13 years are shorter than the period of variations in solar activity [60].

A number of works are devoted to the study of atmospheric circulation [7], planetary and internal gravitational waves, the effect on the composition of the atmosphere [8], and the influence of mesospheric HGV on planetary and tidal waves in the thermosphere [9].

Modeling

The global atmospheric circulation and temperature at altitudes from 0 to 135 km were calculated using the ARM model, taking into account the contribution of solar activity [7]. The ARM model is a development of one of the
versions of the COMMA model, but with a more detailed spatial resolution and more advanced parametrization of radiation sources and heat sinks. At the lower boundary of the model, wave sources of disturbances due to IGW and planetary waves are specified. Global fields of temperature and wind are presented for the average level of solar activity and their changes caused by variations in UV radiation fluxes in the solar activity cycle and solar proton flares.

The effect of planetary waves on the stability of the circumpolar vortex, the temperature of the polar stratosphere, the content of ozone and other gases was simulated using the global climate – climate model of the lower and middle atmospheres [8]. It was found that planetary waves propagating from the troposphere to the stratosphere affect the gas composition of the Arctic and Antarctic in different ways. In the Arctic, the degree of wave activity critically affects the formation of a circumpolar vortex, the appearance of polar stratospheric clouds, halogen activity on their surface and the formation of ozone anomalies. As a rule, at high wave activity, ozone anomalies in the Arctic are not formed, and at low, they can occur. In the Antarctic, wave activity affects the degree of vortex stability and the depth of ozone holes, which are formed during almost any wave activity, and the minimum ozone values depend on whether strong or weak wave activity is observed in specific years.

**Planetary and Gravity waves analysis**

The influence of mesospheric internal gravity waves (IGWs) on planetary and tidal waves in the thermosphere and ionosphere during the sudden stratospheric warming of 2009 was modeled in [9]. As perturbation sources, local perturbations caused by a planetary wave with a zonal wave number \( s = 1 \) and IGW propagating from the perturbation region in the stratosphere are taken into account. It is shown that the inclusion of an additional source of thermospheric perturbations leads to significant changes in the parameters of the thermosphere and ionosphere, including a change in the global structure of the gas component distributions and a shift in the maximum concentrations of atomic oxygen to the low latitudes of the southern hemisphere, an increase in average values, amplitudes of daily and semi-daily variations in ion concentrations in the region F of the ionosphere. These features of changes occurred with minor disturbances of tidal variations in the thermosphere. [9].

These radio meteor measurements of wind in high latitudes of the southern hemisphere (Art. Molodezhnaya, 680 S, 450 E) and at mid latitudes of the northern hemisphere (Art. Obninsk, 550 N, 37 0 E) were analyzed during periods of solar proton events in 1989, 1991, 2000, 2005 and 2012 [10]. In 1989 and 1991 The response to solar proton events was observed simultaneously at
both stations. A consequence of solar proton events is a change in the parameters of the wind regime of the studied region. In the high latitudes of the southern hemisphere, changes in the velocities of the meridional and zonal components of the prevailing wind are observed. The amplitude of the semi-diurnal tide increases in the vicinity of the maximum of the proton flux in the case of powerful solar proton events. The response to them depends on the season. The reaction of the prevailing wind at middle latitudes has the same features as the reaction of the wind at high latitudes. However, a clear response of the amplitude of the tide is not observed. In the summer season, even powerful events (for example, in July 2000) do not cause changes in the wind regime parameters of the mid-latitude region of the mesosphere / lower thermosphere.

The parametrization of normal atmospheric modes (NAM) and orographic gravitational waves (OGWs) are included in the mechanistic model of the general circulation of the middle and upper atmosphere [22]. The numerical experiments of the development of sudden stratospheric warming (SSW) in January-February were carried out using the UK Met Office meteorological information reanalysis data averaged over the years with the eastern phases of the quasi-two-year oscillations (QBO) in 1992–2011. The simulation showed that the amplitudes of the state bodies increase at altitudes greater than 30 km in the Northern Hemisphere after the SSW. The amplitudes of the state bodies have maximum at altitudes of about 50 km, above the North American and European mountain systems before and during the SSW, and also above the Himalayas after warming. At high latitudes of the Northern Hemisphere, significant (up to 50–70%) variations in the amplitudes of stationary planetary waves (SPW) are observed during and after SSW. West-propagating NAMs have local maxima of amplitudes not only in the Northern, but also in the Southern Hemisphere, where waveguides exist for the propagation of these modes. The calculated changes in the amplitudes of SST and NAM correspond to changes in average temperature and wind, Eliassen-Palm flows and the refractive index of the atmosphere for planetary waves during the SSW. The inclusion of the parameterization of the effects of OGW leads to an increase in the amplitudes (up to 30–70%) of almost all SPW before and during SSW and their decrease (to 20–100%) after SSW at middle and high latitudes of the Northern Hemisphere.

To study the variability of the dynamics of the stratosphere and its thermal structure, we used the UK Met Office reanalysis data. The results obtained show that the maximum of the inter-annual variability of the mean zonal flow associated with the FDC was observed at an altitude of about 30 km. It is shown that there is a statistically significant effect of the QBO phase on the extra-tropical stratosphere, the so-called Holton-Tan effect. The results of data analysis show that the conditions in the eastern phase of the FDC are more fa-
vorable for the development of sudden stratospheric warming (SSW). A statistical analysis of 15 strong SSW over the past two decades has been carried out. The results show that in recent years, internal processes associated with nonlinear interaction of stationary planetary waves (SPW) with the average flow play a dominant role. It is shown that the first enhancement of SPW1 in the upper stratosphere occurs due to the amplification of the nonlinear interaction between this wave and the mean flow. This enhancement is accompanied by a subsequent increase in the wave of wave activity from the stratosphere to the troposphere with a further redistribution of wave activity in the horizontal plane. Then the increase in flow from the troposphere to the stratosphere occurs in another area. The second increase in the activity of planetary waves in the stratosphere is accompanied by heating of the polar region and weakening or even reversal of the stratospheric jet flow. Thus, the non-linear wave-wave and medium-wave interaction can play an important role before and during the SSW. It has been shown that the upper stratosphere can be considered as an area where SPW2 is generated during SSW [33].

The recently developed parametrization of stationary orographic gravitational waves (OGW) has been applied in the general circulation model of the middle and upper atmosphere. The mean zonal wind, the amplitudes of stationary planetary waves (SPW) and normal atmospheric modes with periods of 4–16 days at altitudes from the troposphere to the lower thermosphere in January are calculated for the eastern and western phases of the QBO with and without parameterization of stationary OGWs. Taking into account the dynamic and thermal effects of the state body can lead to a significant change (up to 50–90%) of the amplitudes of the SST. The amplitudes of normal atmospheric modes running to the west vary (up to 50–90%) at different altitudes and latitudes of the Northern Hemisphere due to the influence of the state bodies. The transition from the eastern to the western phase of the QBO can change the amplitudes of the PV to +30 -90% at middle and high latitudes. These changes in the PV amplitudes are consistent with the Eliassen-Palma flux distribution and the refractive index at different QBO phases, including our parameterization of stationary OGWs [34].

In [35], it was found that there is a dependence of the transition dates on solar activity in the case of the separation of dates into early and late transitions, the stronger influence of the solar signal is found in the late spring transitions. It was also shown that in conditions of high solar activity, the connection between the transition dates and solar activity is stronger than at low.

The most relevant areas of research in the field of stratosphere-tropospheric interactions and their influence on climate are described in [36].
According to radar measurements of the zonal wind at altitudes of 82–97 km, it was found that in January and especially in February the zonal winds positively correlate with the El Nino index 3. A delay of about a month of the effect of the zonal wind with respect to the variability of the surface temperature of the equatorial sea is noticed. The signal is stronger for high altitudes (above 90 km) and weakens with decreasing altitude. This reflects the fact that during the years of El Nino the western jet streams are weaker. The results can be quantitatively reproduced by numerical experiments with a mechanistic global model of general circulation with a prescribed temperature of the troposphere and the release of latent heat for the conditions of El Niño and La Niña [37].

Planetary-scale waves (PSWs) arising in the troposphere are numerically modeled for heights from the earth up to 300 km. The influence of solar activity (SA) on the amplitudes and phases of the PSWs traveling to the west with zonal wave numbers 1 and 2 and periods of 4–16 days penetrating from the troposphere is calculated. Below 100 km, insignificant differences were obtained in the zonal velocity and amplitude of the PSWs for high and low SA [38].

A numerical simulation of changes in the global atmospheric circulation and the characteristics of stationary planetary waves (SPW) with zonal wave numbers 1–4 has been carried out. To simulate the general circulation and planetary waves at altitudes of 0-300 km, the model of the middle and upper atmosphere (MUAM) was used. Ionospheric conductivities and their latitudinal, longitudinal and temporal dependences are taken into account. Changes in the conditions of propagation and reflection (SPW), caused by the influence of solar activity on the thermosphere, can affect the atmospheric circulation in a wide range of altitudes, including the average atmosphere [39].

Four data series: the UK Met Office, MERRA, JRA-55 and ERA are used to estimate the climatic variability of the zonal mean flow, temperature and stationary planetary waves (SPW 1, SPW 2) at altitudes from the troposphere to the lower mesosphere. Combinations of meteorological fields in the middle of winter are averaged for 11-year intervals 1995–2005 and 2006–2016, and compared with the greatest attention to inter-annual and intra-seasonal variability. The results show that the changes in the mean fields of SPW2 are weaker and the statistical significance of these changes is lower compared to the changes observed in the intra-seasonal variability of these characteristics. All data series show a decrease in the SPW1 amplitudes at high-medium latitudes in the lower stratosphere and the opposite effect in the upper stratosphere. However, there is a statistically significant increase in intra-seasonal variability. UK Met Office data produces stronger changes and increased intra-seasonal variability than other data [40].
**Temperature: modeling and observations**

The Global Atmospheric Reference Model (GARM), developed in recent years, makes it possible to calculate climatic average monthly temperature, relative pressure and density distributions, as well as zonal and meridional components of wind speed at altitudes of 0–100 km. However, the model does not take into account daily variations, which lead to significant deviations from monthly mean values depending on local time, starting at altitudes of about 60 km and above. The aim of the study is to determine the heights starting from which it is necessary to take into account diurnal variations in atmospheric parameters, to estimate their seasonal and intra-seasonal variability and to discuss possible ways and approaches to take these variations into account in the GARM [41].

The results of sounding a thin layered structure of the wind velocity field in the stratosphere-mesosphere and lower thermosphere using infrasonic waves from ground-based explosions and volcanic eruptions are presented. These results were obtained using a new method of acoustic sounding, based on the phenomenon of scattering, based on the phenomenon of infrasound scattering from anisotropic inhomogeneities of wind speed and temperature in the region of acoustic shadow [59].

Regular nighttime variations in temperature in the region of mid-latitude mesopause by measuring hydroxyl radiation [11], non-zonal structure of the response of the global temperature field to solar activity [12], atmospheric variability by measuring the temperature of the mesopause region [13], and spectral structure of temperature variations in the region of mid-latitude mesopause [14].

According to ground-based spectral measurements in the near infrared region at the Zvenigorod ELISA research station (56N, 37E) during 2000–2013. Average nocturnal changes in the rotational and vibrational temperatures of the OH hydroxyl are obtained, the radiating layer of which is localized at altitudes of the mesopause. Rotational temperature reflects kinetic temperature. The analysis allowed us to determine the characteristics of the first three harmonics of the daily temperature variation, both with and without taking into account the high-altitude oscillations of the radiating layer of OH. For both cases, the second and third harmonics are statistically significant, the amplitudes of which are ~1K, and the phases of their first maxima are near 03:00 and 01:30 local solar time [11].

The results of processing global temperature fields using three reanalysis databases are given: “ERA-20C”, “NOAA-CIRES 20th Century Reanalysis, v2”, “NCEP / NCAR Reanalysis 1”. An analysis of the differences in the average monthly global temperature fields (January and July) between the maxima
and minima of the three cycles of solar activity (21, 22, 23rd cycles) also revealed their non-zonal structure. It is shown that the amplitude of the effect in January in the stratosphere (10 hPa) can be 7–29 K in the northern hemisphere. In July, the effect appears in the southern hemisphere. In the troposphere (500 hPa), a non-zonal temperature response is present in both hemispheres, and the amplitude of the effect is about 5–12 K. Thus, the mechanism of the effect of solar activity on the temperature of the atmosphere discovered by numerical simulation is confirmed by processing reanalysis data [12].

For the analysis of atmospheric and ionospheric variability in the region of Eastern Siberia, we used data on the atmospheric temperature (Tm), at altitudes of the mesopause, obtained from spectrometric observations of the OH (6–2) band, 834.0 nm (the maximum of the emission maximum of 87 km), and vertical probing of the maximum electron concentration (N mF2). The period 2008–2015 was analyzed. Seasonal and inter-annual variations in the variability of Tm and NmF2 in different time periods were studied and compared: inter-day variations (T> 24 h), tidal variations (8 h T 24 h), and also with periods of HBV (T <8 h). Possible physical causes of both general features and differences in the behavior of the analyzed parameters are discussed [13].

According to spectral observations of the OH (6–2) 840 nm band at the Torah stations (52° N, 103° E) in 2008–2016 and Zvenigorod (56° N, 37° E) in 2000–2016 long-term series of midnight temperatures in the mesopause region were obtained. Based on them, the Lomb-Scargle spectra of variations in the period from ~12 days to ~11 years are determined. The dominant oscillations are the first and second harmonics of the annual variation, the amplitudes of which are 23–24 K and 4–7 K, respectively. The remaining variations, the number of which was 16 for st. Torahs and 22 for Art. Zvenigorod, have small amplitudes (0.5-3 K). In addition to the inter-annual oscillations (periods from ~2 to ~11 years) and harmonics of the annual variation (up to its tenth harmonic), oscillations are observed with combination frequencies arising from modulating the harmonics of the annual variation [14].

**Sudden Stratospheric Warming**

Statistical characteristics of large and small sudden stratospheric warming (SSW) in the Northern Hemisphere for 1958–2015 analyzed according to NCEP-NCAR, ERA 40 and ERA-Interim re-analyses [23]. The dependence of the number of large SSW on the offset circumpolar stratospheric vortex and the number of small SSWs from the quasi-biennial cyclicity phase (QBO) of the equatorial stratospheric wind and the level of solar activity (SA) in the 11-year solar cycle. Large SSW, accompanied by the polar vortex displacement, occur more often with a high level of SA and with the eastern phase of QBO of the
equatorial wind in a layer of 50–40 hPa, and small SSW – vice versa, with a low level of SA and with the western phase of QBO. The analysis of the spatial-temporal dynamics of the polar stratospheric vortex with large SSW is performed, the most probable directions of the vortex displacement as a result of SSW are revealed. The effect of large SSWs on the total content of NO$_2$ and ozone, as well as on the stratospheric temperature, is analyzed.

According to the reanalysis of meteorological information, a statistical analysis of the dates of sudden stratospheric warming (SSW) in 1958–2014 was performed. Their uneven distribution in the winter months is shown, with maxima in early January, late January – early February, and late February. To explain these patterns, a climatological analysis has been made of changes in the amplitudes and vertical components of the Eliassen-Palma flows created by large-scale planetary waves (PW), average seasonal winds and temperature deviations from their average winter values at high northern latitudes at altitudes from the ground to $3 = 50$ km using 20-year (1995–2014) set of daily meteorological information from the UK Met Office database. During more frequent VSP observations, climatological maxima of temperature disturbances, local minima of the westerly winds, as well as local maxima of the amplitudes and fluxes of Eliassen-Palma PV with zone wave number 1 in the high-latitude northern stratosphere were detected. Differences between atmospheric characteristics averaged over the past two decades have been found [42].

The main sudden stratospheric warming (SSW) in early January 2013 led to an increase in the temperature of the polar stratosphere to 60K at an altitude of 44 km, a change in the direction of the zonal wind, separation of the stratospheric polar vortex and a change in the temperature and dynamic regimes in the mesosphere – the lower thermosphere. Using data from re-analyses, ground-based spectrometric and satellite observations, changes in thermodynamic parameters from the troposphere to the lower thermosphere are analyzed related to SSW. Two weeks before the SSW, an increase in wave activity flows from the troposphere to the stratosphere over Eastern Siberia-China was revealed. It was shown that a week before the SSW, the wave chains propagating to the east in the upper troposphere could contribute to the strengthening of the anticyclone over the Northeast Atlantic, which during the SSW led to the division of the stratospheric polar vortex into two parts [49].

The results of a joint analysis of temperature variations in the mesopause region from measurements in 1966–2015 are presented. at the Zvenigorod station of the Institute of Atmospheric Physics RAS and variations in the surface temperature characterizing climatic changes. The marked decrease in temperature in the area of the mesopause in recent decades, in particular in winter, with a tendency its slowdown since the 1980s manifests itself against a general in-
crease in near-surface temperature (Tns) for the Northern Hemisphere, and the Earth as a whole. Revealed a sharp decrease in the temperature of the mesopause in the 1970s and its synchronicity with the climatic shift in climatic features at the surface associated with El Niño phenomena. With significant negative correlation of temperature variations of the mesopause and Tns, according to 56-year observations, the cross-wavelet analysis did not reveal significant coherence of the corresponding most long-term temperature variations. A global climate model was used to assess the possibility of such coherence. According to the calculations for the XX–XXI centuries, to obtain significant coherence of the perennial variations in the temperature of the mesopause, reduced to the same level of solar activity, Tm, and Tns, observations over a century or more are needed [61].

The preliminary results of the space experiment with the IRFS-2 IR probe (Satellite Meteor-M No. 2) showed the high quality of the measured spectra of the outgoing thermal radiation of the atmosphere-surface system and the adequacy of the developed IR radiation models of the atmosphere in the 15 μm absorption band of carbon dioxide used for restore vertical temperature profiles. The spectra of the outgoing radiation, measured with the help of IKFS-2, allow you to restore vertical temperature profiles with errors close to 1K in most of the height range of 0–30 km, except tropospheres and heights of more than 30 km, where these errors are close to 2–3K [62].

According to the ERA-Interim reanalysis, we obtained estimates of changes in temperature, geopotential and its large-scale zonal harmonics, wind speed, potential eddy in the troposphere and stratosphere of the Northern and Southern Hemispheres during the 11-year solar cycle. Estimates are obtained using the multiple linear regression method. The features of the response of these parameters to the solar cycle in certain areas of the atmosphere as a whole for the year and depending on the season are revealed. The results of the analysis indicate the presence of a reliable statistical relationship between large-scale dynamic and thermodynamic processes in the troposphere and stratosphere with an 11-year solar cycle [63].

The dynamic connection of the lower and upper atmospheres through planetary waves (PW) is investigated. A numerical simulation of the SP amplitudes during sudden stratospheric warming (SSW) in January-February was carried out using the general circulation model of the middle and upper atmosphere with initial and boundary conditions typical of the western and eastern phase of the quasi-two-year oscillations (QBO). The changes in the SP amplitudes in the middle atmosphere before, during and after VSP are considered for different phases of the QBO. Near the North Pole, the increase in average temperature during VSP reaches 10–30 K at altitudes of 30–50 km for four pairs of model calculations with the eastern and western phases of the QBO. The amplitudes of
the stationary PW in the middle atmosphere of the Northern Hemisphere can differ by up to 30% during the eastern and western phases of the QBO before and during the VSP. After the VSP event, the amplitudes of the stationary SPs are significantly larger in the western phase of the QBO. The refractive index of the PV and the vectors of the Eliassen-Palma flux (EF) are calculated. The largest fluxes (EF) in the middle atmosphere correspond to the PW with the zonal wave number \( m = 1 \). Changes in the amplitudes of PW correspond to inhomogeneities in the global circulation, the refractive index, and the flow formed by a change in the QBO phases. PW can provide an effective mechanism for the interaction and transfer of dynamic changes from local regions of the lower atmosphere to distant regions of the upper atmosphere of both hemispheres [43].

The general temperature structure of the Earth’s atmosphere is considered. The conditions for the appearance of different types of atmospheric aerosol in the middle and upper atmosphere: volcanic aerosol, nacreous and silvery clouds are noted. The experimental basis of the work is measurements of the polarization of scattering on volcanic aerosol particles at an angle of about 90° (after the eruption of Rabaul volcano in 2006) and scattering on particles of noctilucent clouds in a wide range of angles in 2014 in middle and northern latitudes. Based on these measurements, an assessment of the particle size characteristics of the aerosol is done [48].

Wave perturbations of the nocturnal emission of the (0,0) \( \text{O}_2 \) atmospheric band were studied using the mesoscale hydrodynamic model and the zonal-averaged global circulation model [15]. Measurements of hydroxyl radiation served as the basis for studying the regular night course of temperature in the region of mid-latitude mesopause [11]. The \( \text{O}_2 \) IR band was used as the \( \text{O}_3 \) tracer in the mesosphere and lower thermosphere [16].

**Mesospheric and stratospheric clouds**

Features in the area of mesospheric clouds were investigated using data from the CIPS apparatus on the AIM satellite [17].

A unique case of the propagation of an internal gravitational wave that generated a compact and thin layer of noctilucent clouds (NC) at an altitude of 82.7–85.2 km with a horizontal scale characteristic of 65–70 km, observed in the Moscow region at night of July 18–19, 2013, is considered. It lasted about an hour. A model study showed that the wave had a tropospheric source associated with the passage of an occluded front. The wave was probably generated due to a strong horizontal wind shear at an altitude of about 5 km [44].
Atmospheric gravitational waves with very long ridges (450–500 km) and short horizontal wavelengths of about 20 km were observed in silver clouds. Gravitational waves slowly moved in the opposite direction to the background wind, indicating their forced generation outside the mesopause region. Analysis of ray tracing using meteorological reanalysis and empirical atmospheric model data showed that the source of such specific gravity waves was located near the tropopause and could be associated with jet flow at altitudes of 8–10 km [45].

A new mathematical model of global transport of multicomponent gas impurities and aerosol and the formation of polar stratospheric clouds (PSC) in both hemispheres has been built. Two types of PSCs are considered: 1a formation of nitric acid trihydrate particles (NAT), 1b formation of particles of a supercooled three-component H₂SO₄ / HNO₃ / H₂O solution – STS particles (supercooled ternary solutions). For their modeling, new equations have been proposed that describe the variability of components in gas and condensed phases taking into account their thermodynamic properties. The formation of PSCs is considered together with the formation of sulfate aerosol in the upper troposphere and lower stratosphere, taking into account photochemistry, nucleation, condensation-evaporation, and coagulation. Numerical experiments have been carried out to reproduce the space-time variability of PSC in the winter period in both hemispheres [56].

The study of the features of the planetary distribution of ionic eruptions at different levels of magnetic activity is described in [18].

Non-zonal structures of solar activity manifestation in the global temperature field were considered in [12].

The uncertainties in the photolysis rates associated with the variability of the intensity of solar radiation related to the selection of radiation data and to the characteristics of the calculation of photolysis calculations used in global chemical-climatological models are considered. It is shown that the main photolysis reactions responsible for the solar signal in the stratosphere are very sensitive to the spectral distribution of radiation variations. Accordingly, changes in ozone and ozone feedback with temperature substantially depend on the range of radiation data used, which makes it necessary to obtain accurate variations in radiation. It is also shown with the use of eight numbers in photolysis, that in most cases the absolute values of the photolysis rates and their response to the applied changes in radiation agree within 30% [46].

Seasonal and interannual changes in mean monthly values and variances of variations in the nocturnal luminescence of hydroxyl with periods of 0.4–5.4 h are studied. Averaged over 2020–2017. The annual variation of the average monthly temperature near the mesopause has a maximum in winter and a minimum in summer. The average monthly intensities of OH glow, in addition to the winter maximum, have an additional maximum in summer (in June). For
mesoscale variations in the intensity of the OH glow, the spring maximum is shifted to July [47].

**A new vertical coupling model development and energetic particle precipitation forcing**

A joint model of the troposphere-stratosphere-mesosphere and the D-layer of the ionosphere are presented. The model is based on a three-dimensional model of the general circulation in a hybrid coordinate system. A five-component model is taken as the photochemical model of the lower ionosphere. The role of the thermodynamic characteristics of the neutral atmosphere in the formation of the average state of the D-layer is investigated. Based on preliminary identification of the model from direct measurements, absorption and propagation of radio waves, satisfactory reproduction of the climatic characteristics of the D-layer of the ionosphere was shown [57].

The reproduction of dynamic processes in the stratosphere of extra-tropical latitudes is considered in calculations of the atmospheric block of the global climatological model of the IBM RAS with an upper limit of 0.2 hPa (~60 km) for the period from 1979 to 2008 in comparison with the reanalysis data. Changes in temperature, zonal wind, activity of planetary waves, heat fluxes in the lower stratosphere, as well as sudden stratospheric warming with displacement and separation of the polar vortex and the distribution of circulation anomalies in the troposphere associated with them [58].

Energetic particle precipitation for the first time was taken into account as solar forcing for the Phase 6 of the Coupled Model Intercomparison Project (CMIP6). Paper [64] shows possibility to retrieve ionization rates in the atmosphere caused by energetic electron precipitation from balloon observations in the polar atmosphere and compares them against ionization rates recommended for the CMIP6. Simulations with 1-D radiative-convective model with interactive neutral and ion chemistry show that the difference of the CMIP6 and balloon-based ionization rate can lead to underestimation of the NOx enhancement by more than 100% and ozone loss up to 25% in the mesosphere.
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Tropospheric ozone and its precursors

Observations

The Russian network for monitoring the surface concentrations of ozone and its precursors has not changed over the last four years. The background stations mentioned in previous reviews [Elansky, 2016] – the Kislovodsk high-altitude scientific station (KHASS, Institute of Atmospheric Physics-OIAP), Lovozero, Mondy, and Karadag – continued to perform regular measurements. The surface ozone concentration (SOC) was also measured from 300-m towers in Obninsk (Kaluga region, NPO Taifun) and Zotino (Krasnoyarsk region, Obukhov Institute of Atmospheric Physics, Russian Academy of Sciences). All background stations are equipped with network instruments of the same type that are regularly calibrated.

The Tomsk regional network of stations to measure SOCs continued operating. This network includes four stations: two background stations (Fonovyi and Berezorechka), a basic experimental complex (BEC) located in the suburban zone of Tomsk, and an urban tropospheric ozone research (TOR) station. The Fonovyi, BEC, and the TOR station use Russian chemiluminescent ozone analyzers. An ultraviolet ozonometer (TEI 49) is used at the Berezorechka station. At the Fonovyi and BEC, in order to measure the SOC, air samples are taken at heights of 10 and 30 m, which makes it possible to estimate vertical ozone fluxes. At the TOR and Berezorechka stations, air samples are taken at heights of 5 and 10 m, respectively. At all stations, ozone concentrations are continuously measured at an interval of 1 h. Unfortunately, the system for monitoring SOC in urbanized regions is developing slowly.

The state network for monitoring atmospheric pollution, whose stations are located in about 240 Russian cities, does not conduct full-scale SOC measurements. Basically, SOC measurements are occasionally performed at stations that are few in number. Continuous once-per-minute measurements of the surface concentrations of ozone, its precursors (CO, NO, NO₂, and nonmethane hydrocarbons (NMHC)), and other atmospheric components were performed at the monitoring system (about 35 stations) of the Moscow Department of Nature Resources. Regular observations were carried out also in Tomsk, Ulan-Ude, and St.-Petersburg [Elansky, 2016].
Changes in atmospheric composition, ecosystems and climate have given impetus to more active field, marine, and aircraft observations of tropospheric ozone in Russia, which are usually carried out within the frameworks of international programs and projects. Among the most important projects is the tropospheric ozone sounding from board the AN 30 and AN 2 aircraft laboratories (Institute of Atmospheric Optics (IAO), Siberian Branch, Russian Academy of Sciences). The flights were performed in the monitoring regime in a region located to the south of Novosibirsk, and episodic large-scale observations covered the entire Siberian region, including the Arctic. Several research flights aboard the IL 62 aircraft laboratory of the Central Aerological Observatory (CAO) were conducted over northern European Russia in 2015–2018. The transcontinental observations of the composition of the atmosphere over Russia from a mobile railroad laboratory (TROICA experiments) were completed in 2010. However, a large body of data on surface ozone and its precursors are still under treatment and analysis.

The vertical distribution of ozone in the troposphere and lower stratosphere was measured using ozone sondes launched by the CAO and the IAO and a lidar (Tomsk, IAO). This lidar sounding within a height range of 5–16 km was based on the method of differential absorption and scattering at wavelengths of 241/341 nm [23–25]. Satellite ozone data were used in solving many problems. In particular, a station for receiving satellite information continued operating at the IAO.

Instruments and methods for measuring ozone concentrations have been improved. The semiconductor ozone analyzer developed at the Karpov Institute of Physical Chemistry is unique. This compact instrument was compared to standard network gas analyzers and yielded good results. This instrument was regularly used in studying the interaction of ozone with different materials. In particular, fiber filters based on polystyrene and polysulfone as efficient respiratory protective devices against ozone were put into production.

**Distribution and variability**

The Karadag background station is located on the territory of the T.I. Vyazemskii Karadag Scientific Station – the wildlife preservation of the Russian Academy of Sciences. The APOA 370 (HORIBA) instrument measured surface concentrations of ozone and other atmospheric trace gases. During the whole year, the concentrations of carbon, nitrogen, and sulfur oxides mainly correspond to their small background values. The variability of ozone is close to SOCs over rural areas in southern countries of Western Europe. The daily maximum of SOC is noted within an interval of 14:00–17:00. There are two maxima in the seasonal SOC cycle: basic maximum in July–August and weak-
er maximum in March–April [Lapchenko and Zvyagintsev, 2015; Zvyagintsev et al., 2016, 2017, 2018]. SOC variations are most closely associated with air-temperature variations. The coefficient of correlation between SOC and air temperature was 0.76 in August 2017. The high coefficient of correlation with air humidity (0.71) in February 2017 implies a possible influence of breeze circulation on the ozone behavior. The SOC exceeded the national standard (160 μg/m³) in April and May 2016 (181 μg/m³) and in August 2018 (195 μg/m³). In March 2018, SOC maximum was noted during an anomalous air-temperature drop accompanied by a stratospheric air inflow. In summer, the highest SOCs are caused by an active ozone generation in air plumes with increased concentrations of volatile organic compounds (VOCs) due to heavy traffic during the peak of the holiday season.

The longest (since 1989) SOC observations in Russia have been carried out at the KHASS located at a height of 2070 m (Northern Caucasia). The rapid SOC decrease 1.53±0.14 ppb·yr⁻¹ observed from 1989 to 1996 had slowed down by 2006, and, in recent years (up to 2017), the SOC trend has been close to zero. The obtained data series reflect changes that occurred in the industries of the countries of the former Soviet Union in the 1990s and the influence of large-scale atmospheric processes on the long-range transport of ozone and its precursors, vertical mixing, and radiation regime in the troposphere.

Studies of variations in ozone concentrations during the passage of both hot and cold waves over the measurement site have made it possible to obtain the quantitative (not qualitative) air-temperature dependence of SOC. At minimum surface ozone concentration (1999), at 30°C, if the air temperature changes 1°C, the ozone concentration increases by 5 μg/m³. At maximum ozone concentration (2001), at the same air temperature, the ozone concentration may increase by almost 25 μg/m³ per °C. For intermediate periods (1997 and 2010), this increase is on the order of 14 μg/m³ per °C. An analysis of the cause of such an increase shows that the quadratic character of this dependence is due to a nonlinear increase in reaction constants with respect to air temperature and a quadratic increase in hydrocarbons emitted by vegetation with an increase in air temperature [Belan, 2017]. The relation between air temperature and SOC for the warm season is considered in detail in [Antokhina et al., 2017]. It was found that this relation depends on the character of atmospheric circulation. For the situations under analysis, the correlation of O₃ with air temperature is higher under conditions of well-developed advection and changed air masses. The SOC most noticeably increases when arctic air masses are replaced by subtropical ones. An analysis of circulation processes and the features of photochemical ozone generation, which are characteristic of western Siberia, has made it possible to reveal a significant relation between the snow cover and SOC varia-
tions [Belan et al., 2018]. Multiyear observations of atmospheric gas and aerosol components at the TOR station in the Tomsk region showed that the mean CO$_2$ and CH$_4$ concentrations are minimum within an arctic air mass and maximum within a tropical air mass [Antokhina et al., 2018]. On the one hand, this reflects different chemical histories of air masses, and, on the other hand, this is the result of the nonlinear dependence of the rate of ozone generation with an increase in air temperature.

The vertical distribution of ozone during forest fires in Siberia was studied using aircraft sounding data [Antokhin et al., 2018]. It was shown that, under the conditions of high aerosol concentrations, ozone sinks onto aerosol particles. However, despite this ozone sink on aerosol, in individual tropospheric layers, the concentrations of ozone may increase. The presence of such phenomena implies that, even under conditions of attenuated UV solar radiation, the photochemical generation of ozone occurs in the troposphere. In this case, the processes of oxidation of CO and VOCs (that are the products of vegetation combustion at the boundary of smoke plumes) play the main role.

The vertical profiles of the O$_3$, CO, CO$_2$, and CH$_4$ concentrations measured from board an aircraft over the Russian zone of the Arctic and retrieved according to data obtained with an IASI instrument installed aboard the MetOp satellite were compared in [Antokhina et al., 2018b]. It was shown that satellite data overestimate the CH$_4$ and CO$_2$ concentrations within an atmospheric layer of 0–8 km over the continental Arctic zone and underestimate these concentrations over the ocean. According to satellite data, the excess of the concentration of methane over the continent amounts to 28 ppb in the planetary boundary layer (PBL) and rapidly increases in the middle (182 ppb) and upper (113 ppb) troposphere. The underestimation of its concentration over the ocean amounts to, on average, 37 ppb in the PBL and 73 and 71 ppb in the middle and upper troposphere, respectively. The differences between aircraft and satellite data on CO2 concentrations over the continent in the PBL amount to, on average, 18.2 ppm and may vary from 3.2 to 26.5 ppm. In the free troposphere, these differences decrease, on average, to 10.8 ppm (in this case, the variability range slightly increases – from 0.6 to 25.5 ppm) at a height of 4 km and to 2.8 ppm at a height of 8 km. Over the ocean, the underestimation in amplitude proves to be more significant. The comparisons for CO and O$_3$ yielded acceptable results.

The vertical profiles of ozone concentrations measured using different methods over the ocean and continent mostly agree with one another. Of 18 profiles under consideration, 16 profiles agree with one another. Disagreements are observed mainly for the middle and upper troposphere. Good agreement was obtained between data obtained with a differential absorption lidar at the Siberian lidar station and profiles retrieved according to satellite (MetOp) data [18].
In [Antokhin et al., 2015], the ratio between the rate of generation of ozone in the PBL and its inflow from the free troposphere was studied for the conditions of Siberia. It was shown that the rate of ozone inflow from the overlying atmospheric layers amounts to 20% of the rate of ozone photochemical formation within the PBL. The vertical profiles of ozone fluxes in the PBL were also calculated on the basis of the k-theory using the approach proposed by Troen and Mahrt. These calculations showed that the maximum of ozone concentrations in the PBL is formed due to photochemical reactions of precursor gases. In [Antokhin et al., 2016], the vertical ozone fluxes in the atmospheric surface layer were calculated using data obtained from gradient measurements (September 2015 – March 2016) from a high-altitude tower located at the Fonovyi ground. Significant diurnal variations in ozone fluxes were noted in September, February, and March. In these months, minimum ozone fluxes were observed at night and maximum ozone fluxes were observed during daylight hours and reached -3.8, -3.2, and -3.4 μg/m²/(m²s), respectively. There is no significant diurnal dynamics for October, November, December, and January, and the mean-diurnal variations in ozone fluxes amount to -2.3 ± 0.2, -1.6 ± 0.2, -1.5 ± 0.3, and -0.7 ± 0.3 μg/m²/(m²s), respectively.

In the summer months, forest fires affect the radiation regime in western Siberia and the rate of ozone generation. In the summer of 2012, forest fires were the cause of disastrous smoke generation over Tomsk. In [Sklyadneva et al., 2015], the parameters of smoke aerosol were determined, and it was shown that, in the presence of smoky haze (AOT₅₀₀ within 0.53–4.2), the total solar radiation and UV radiation are 45% and 60–65% lower, respectively, than those on days with atmospheric aerosol content that is characteristic of Tomsk.

Airflows over mountains result in the generation of internal gravity waves (IGWs) that (under certain conditions) penetrate into the free troposphere and upper atmospheric layers and affect the atmospheric content and spatial distribution of both gas and aerosol components. In particular, it was shown in [Kozhevnikov et al., 2017] that IGW-induced variations in the O₃ and NO₂ concentration fields may reliably be recorded from the ground or from board an aircraft and, thus, these observational data may serve as a convenient tool for determining lee-wave characteristics.

**Ozone and its precursors in cities**

Ozone concentrations in the atmospheric surface layer over cities depend on photochemical processes, in which NO, NO₂, CO, and volatile organic compounds (VOCs) have a dominant role. Therefore, measurements of ozone are accompanied by measurements of its precursors. The time variability of the
SOC and its distribution over cities are affected by precursor emissions, meteorological conditions, chemical-transformation processes, precursor transport in the surface layer, and dry and wet deposition. These characteristics of the atmospheric composition and state are monitored in Moscow at the Ecological Station (ES) of the OIAP and Moscow State University (MSU) Meteorological Observatory. Summary results obtained from the 2002–2012 measurements of ozone and its precursors are given in [Elansky et al., 2015]. Changes in the infrastructure of Moscow and, first and foremost, both quantitative and qualitative changes in the system of motor transport were accompanied by an increase in the SOC (1% yr\(^{-1}\)) and a decrease in the concentration of NO. The content of NO\(_2\) remained almost unchanged. The features of both annual and diurnal variations in the concentrations of O\(_3\), NO, NO\(_2\), CO, and SO\(_2\) are also analyzed. Both synoptic situations and air-mass types strongly affect the air pollution.

Interrelations between atmospheric composition over cities and the PBL thermal structure are studied in [Elansky et al., 2016; Lokoshchenko et al., 2016]. An extensive database obtained from direct measurements of atmospheric composition and air-temperature profiles during the 1995–2010 TROICA experiments was analyzed. Data on temperature, humidity, and surface concentrations of main trace gases (O\(_3\), CO, NO, NO\(_2\), SO\(_2\)) in the ambient air over different Russian cities were obtained for different seasons and different times of day. The most significant effect of air-temperature increase was observed in the nighttime in the central parts of large cities (1.9°C); in small towns, the excess of night temperatures is somewhat higher than the average value in average-sized cities because of the low-rise buildings, which leads to greater warming of the surface air layer under nighttime temperature inversions. Such a temperature increase over the central parts of cities is well correlated to changes in the non-organic atmospheric composition.

Atmospheric acoustic sounding is a useful and reliable tool for studying the dynamics of surface air pollution especially within small time intervals [Elansky et al., 2015]. The surface concentrations of ozone, nitrogen and carbon oxides, sulfur dioxide, and others were simultaneously measured at the ES OIAP and the MSU Observatory from 2002 to 2014. Here, two sodars (ECHO-1 since 1988 and MODOS since 2004) continuously operated. Sodar data on temperature stratification have made it possible to explain basic tendencies for variations in O\(_3\), NO, NO\(_2\), CO, SO\(_2\) concentrations especially in the morning during the destruction of elevated inversions. Significant differences between morning and evening maxima and between daytime and nighttime minima during the warm season were shown for the primary products of fuel combustion (NO and CO). These differences are associated with variations in the PBL temperature stratification determined from sodar data. In [Lokoshchenko et al., 2017], this
The effect of a rapid increase in the surface content of trace gases within a turbulent zone before an increasing cold front was studied using sodar data in [Elansky et al., 2015]. Data on the surface NO, NO\(_2\), CO, SO\(_2\), CH\(_4\), and PM\(_{10}\) concentrations measured at 46 stations from 2005 to 2014 in Moscow have been used in studying the features of their time variations and distribution over the city area. Both seasonal and interannual variations of pollutant concentrations, as well as their PM\(_{10}\) 10-year trends, are closely related with variations in the urban infrastructure and weather conditions. The weekly cycle of the pollutants has been analyzed. The largest amplitude is 18.9±5.6% for NO. For CO, NO\(_2\), and PM\(_{10}\), the amplitudes amount to 9.3±3.2%, 13.6±2.8%, and 10.9±5.5%, respectively. The weekly variations in CH\(_4\) and SO\(_2\) concentrations are not significant for such large-scale territorial averaging.

The emission fluxes of CO, NO\(_x\), SO\(_2\), and CH\(_4\) and their integral emissions from the Moscow megacity have been estimated from multiyear measurements of their surface concentrations and both vertical air-temperature and wind stratifications [Elansky et al., 2018]. During 2005–2014, the annual integral emissions of CO, NO\(_x\), and CH\(_4\) decreased with a rate of -1.9±0.3, -1.7±0.4, and -7.8±3.1% yr\(^{-1}\), respectively, and that of SO\(_2\) increased with a rate of 3.3±2.3 % yr\(^{-1}\). The means of integral annual pollutant emissions from Moscow differ slightly from those for other world megacities. Comparison of the calculated emission values with data from the EDGAR v 4.2 global inventory yielded ambiguous results. On the one hand, the CO emission values almost coincided, and, on the other hand, the inventory data for NO\(_x\), SO\(_2\), and CH\(_4\) proved to be significantly higher. It follows from an analysis of contributions made by some sources that the emissions from enterprises of metallurgical and chemical industries are significantly overestimated in this inventory (especially SO\(_2\) emissions during house heating).

Multiyear observational data (obtained at the mobile railroad laboratory in the course of the 1995–2010 TROICA experiments) on the composition and state of the atmosphere were used to study the features of both spatial and temporal variations in the concentrations of trace gases in the surface layer over Russian cities (Elansky et al., 2016). The urban-air characteristics noticeably differ from those obtained at stationary stations. The emission fluxes of NO\(_x\), CO, and CH\(_4\) and their integral emissions from large cities were estimated on the basis of observational data obtained at the mobile laboratory. The values of these emission fluxes reflect the state of urban infrastructure. The integral ur-
ban emissions of CO depend on the city size and vary from 50 Gg yr\(^{-1}\) for Yaroslavl to 130 Gg yr\(^{-1}\) for Yekaterinburg. For most cities, they agree with the EDGAR v 4.2 data within the limits of experimental error. The agreement is worse for the emissions of NO\(_x\). The EDGAR v 4.2 data on the emissions of CH\(_4\) seem to be overestimated.

Results obtained at the Zvenigorod Scientific Station (ZSS) from multiyear measurements of NO\(_2\) and H\(_2\)CO concentrations formed the basis for studying the location of their sources using the concentration weighted trajectory (CWT) method [Shukurov et al., 2018]. In the cold season, the main source of anomalously high H\(_2\)CO concentrations is Moscow, especially its eastern and southeastern zones with high emissions of anthropogenic H\(_2\)CO and VOCs that are the precursors of H\(_2\)CO. In the warm season, positive H\(_2\)CO anomalies at the ZSS due to Moscow contribution are significantly lower, which may be associated with the fact the lifetime of H\(_2\)CO is shorter under the conditions of increased insolation during this season.

The dependence of the time variability of mass aerosol (PM\(_{2.5}\)) concentration in the surface air layer, which is characteristic of Moscow, on atmospheric parameters, such as concentrations of some trace gases, aerosol optical thickness, surface air temperature, humidity, and wind velocity, was considered in [Gubanova et al., 2018]. The results of an analysis of the 2011–2013 observational data on concentrations of aerosol particles (PM\(_{2.5}\)) and trace gases SO\(_2\), NH\(_3\), NO\(_x\), CO, O\(_3\) were given. Both diurnal and seasonal variations in the concentrations of aerosols (PM\(_{2.5}\)) and trace gases were studied, correlations between them were revealed, the variability of the PM\(_{2.5}\) concentration depending on concentrations of some gases participating in the formation of atmospheric aerosols and on meteorological parameters was studied. Data on surface aerosol (PM\(_{2.5}\)) concentrations were compared with data on aerosol optical thickness AOT\(_{500}\). There is evidence in favor of a possibility that superfine particles may be formed of precursor gases in the air basin over Moscow in summer.

Methane (CH\(_4\)) is one of the most important greenhouse gases and the source of ozone. Data obtained from measurements of atmospheric methane and its isotopic content over the seas of the Russian Arctic in the summer and fall of 2015 are given in [Skorokhod et al., 2016; Pankratova et al., 2018]. The causes of increased near-water methane concentrations, the highest of which (up to 2050 ppb) were recorded over the waters of the Kara and Laptev seas and the Arkhangelsk seaport region, were studied using the Keeling plot method and inverse numerical simulation. It was shown that the main methane sources within the measurement zone (except regions adjacent to large ports) are both the tundra and marsh ecosystems of Siberia. On the whole, the microbiological sources are responsible for 43% of the total methane variability along the voyage route. The 2013–2014 data obtained from the chamber meas-
urements of methane fluxes in the course of three experiments are given and analyzed in [Ivakhov et al., 2015]. The methane concentration was determined from an analysis of air samples using a gas chromatograph and (in situ) a laser spectrometer. The measurements were performed for 13 different microrelief areas. The mean methane fluxes for wet, dry, and stony tundra amounted to 2.35±2.12 mg/m²/h, 0.01±0.06 mg/m²/h, and -0.07±0.05 mg/m²/h, respectively.

**Stratospheric ozone layer**

The network including 28 ozonometric stations equipped with M124 filter ozonometers (Voeikov Main Geographical Observatory (MGO)) continues operating in Russia. These ozonometers are calibrated using Dobson spectrophotometer no.108, which regularly participates in intercalibrations. The total ozone content (TOC) data are transmitted to the World Ozone and Ultraviolet Radiation Data Center (WOUDC, www.woudc.org) and the results of an analysis of the current ozone-layer state are regularly published in the journal Russian Meteorology and Hydrology [Zvyagintsev et al., 2015; 2016; 2017; 2018] and in annual reports on the state of environment, which are issued by the Russian Federal Service for Hydrometeorology and Environmental Monitoring (Rosgidromet).

In 2011–2014, the KHASS, Obninsk, and Tomsk stations equipped with Brewer spectrophotometers continued carrying out TOC observations. Data obtained at these stations are also regularly transmitted to the WOUDC. In 2016, these instruments were calibrated using the mobile standard of Brewer spectrophotometer No. 17 [Savinykh et al., 2016; 2018; 2019]. The NO₂ content in a vertical atmospheric column, which is closely related to the TOC and which is necessary for studying variations in the state of the ozone layer, is measured every day at the KHASS, Zvenigorod Scientific Station (ZSS), and in Tomsk. The TOC is regularly measured with an IR Fourier spectrometer (IRFS) at the Peterhof station (59.88°N, 29.83°E) in the vicinity of St. Petersburg [Timofeyev et al., 2018]. It was found that satellite data systematically underestimate TOC when compared to TOC data obtained from ground-based measurements [Ivanova, 2017].

Variations and trends in the total ozone content over the 1979–2014 period are studied using monthly mean data from ERA-Interim TOC reanalysis database in different latitudinal belts and TOMS/SBUV/OMI satellite data [Zvyagintsev et al., 2015]. The authors estimated how TOC variations (averaged over different latitudinal belts and globally) are modulated by Arctic and Antarctic oscillations, quasi-biennial oscillations of zonal wind in the equatorial stratosphere, El Nino – Southern Oscillation, zonal average meridional heat flux
in the lower stratosphere, solar activity (SA), stratospheric content of ozone-depleting substances (ODS), and volcanic aerosol particles. Variations in global TOC can be well described using regression dependence on ODS and SA.

In late January 2016, over the northern Urals and Siberia, total ozone amounts at a level of about 200 DU were recorded for the first time over the entire period of observations since the 1970s, classified as an ozone “mini-hole”. In [Nikiforova et al., 2017] possible causes and factors responsible for anomalously low total ozone levels during the winter of 2016 (when compared to a number of previous Arctic winters with severe ozone depletion) were analyzed. Dynamic factors are shown to play a dominating role in the occurrence of the ozone anomaly in late January 2016, and even more significant ozone anomalies in the Arctic are hypothesized to be likely in the future. Anomalous TOC variations in the atmosphere over Russia, which are caused by the anomalous development of large-scale atmospheric processes, are studied in [Ivanova et al., 2017].

The phase relationships during 8–13 years between the longest series of TOC observations at the Arosa station, air temperature, both meridional and zonal components of wind velocity and geopotential heights within a layer of 10–925 hPa are analyzed in [Visheratin et al., 2016a]. It was shown that the phase relationships between quasi-decadal variations (QDVs) in the TOC, meteorological parameters, and the 11-year solar activity (SA) cycle change with time and with height, and, since the beginning of the 24th solar-activity cycle (2008–2010), TOC and some meteorological parameters vary approximately in antiphase with SA. In general, the periods of oscillations of the TOC and meteorological parameters within a range of 8–13 years are shorter than the period of SA oscillations.

Both spatial and temporal variations in the TOC, some meteorological parameters of the lower and middle atmosphere, and phase relations between them were studied using the methods of spectral, cross-wavelet and composite analyses in [Visheratin et al., 2016b; 2016c; 2017a; 2017b]. Ground-based measurement data were compared with satellite data. Quite interesting is the similarity of the spectral structure of interannual variations for stations located at a considerable distance from each other and separated by high mountains. The phase relations between TOC variations, some parameters of the lower stratosphere, and solar-activity variations were considered for a period of 1979–2015 in the latitudinal zone 90°S–90°N.

In general, the results of comparison of phase relationships show that variations in total ozone and atmospheric parameters are characterized by a shorter variability period than solar-activity variations, which may be due to the interference of oscillations within ranges of 85–105 and 120–140 months presented in most of the considered atmospheric series.
Both space-time and height-time variations in atmospheric ozone under atmospheric-blocking conditions were analyzed using OMI, MLS, AIRS, and MODIS satellite data and ozone sounding data in [Sitnov and Mokhov, 2015, 2016, 2017, 2018]. It was shown that negative TOC anomalies (up to -15%) caused mainly by a quasi-horizontal advection of subtropical ozone-depleted air in the rear of blocking anticyclones and by accompanying tropopause lifting are associated with blocking zones. The most intensive decrease in ozone concentrations was revealed within the tropopause layer (up to 1.25 mg m$^{-2}$ s$^{-1}$ at a level of 200 hPa). The decrease in ozone concentrations in the lower stratosphere under the conditions of an anomalously long atmospheric blocking over European Russia in the summer of 2010 reached 40%. The south-to-north transport of air flows through the tropopause discontinuity is accompanied by the transport of water vapor from the low-latitude troposphere directly to the high-latitude stratosphere. In this case, the decrease in TOC in the blocking zone is partially associated with the photochemical destruction of ozone in the lower stratosphere in catalytic reactions of the hydrogen cycle. Due to such a TOC decrease and slightly cloudy anticyclonic weather conditions, a significant increase was observed in the daily erythemal doze of UV radiation (up to 20%).

During the atmospheric blocking over European Russia in summer 2010, the TOC anomalies in the Northern hemisphere were characterized by a clearly pronounced wave structure caused by the effect of the Rossby stationary planetary wave. This wave originated in the vicinity of the Hawaiian Islands, was characterized by a west-to-east increase in its amplitude, and reached its maximum in the blocking zone over European Russia. The TOC wavelength in the Euro-Atlantic region amounted to 5500–6300 km (wavenumber k=4–5). The relation between daily TOC anomalies over European Russia and daily variations in the North Atlantic Oscillation (NAO) index was studied in [Sitnov et al., 2016, 2017]. An extensive spatial region of negative TOC–NAO correlations reaching extremal values up to -0.55 was revealed over northern European Russia. The results of both correlation and cross-wavelet analyses suggest that a high degree of anticorrelation of TOC anomalies over European Russia with the NAO in summer 2010 was caused by coherent variations in TOC and the NAO index during the destruction of the anomalously long summer blocking anticyclone.

Observational TOC data obtained at the Russian Antarctic stations Mirny (66°34 N, 93°01 E), Novolazarevskaya (70°46 S, 11°50 E), and Vostok (78°38 S, 106°52 E) from 1975 to 2017 were given in [Sibir and Radionov, 2018]. The measurements were performed using M-83/M-124 filter ozonometers. Throughout this period, a steady decrease in TOC was observed in spring. In the early 1990s, at the Mirny station, the average TOC values in September
and October decreased by 70–75% when compared to those for 1975–1980. The effect of the ozone hole and its intensity depend on ODS levels, dynamical processes, and temperature variations in the stratosphere. Considering a slow decrease in ODS concentrations, it was found that changes in the size and depth of the ozone hole depend mainly on variations in both thermal and dynamic processes. Due to the destruction of the stratospheric circumpolar vortex in the early spring of 1988, the spring negative anomaly of the TOC was not formed at all. A sharp increase in stratospheric temperature in the spring of 2002 was accompanied by a TOC increase. It led to a reduction in the size of the “ozone hole” and even its division into two parts at the end of September. Since the early 2000s, there has been a tendency to return the TOC to its values observed in the 1970s and to increase its interannual variability when compared to that for the 1990s. Data on TOC and surface aerosol-gas concentrations measured over the Atlantic and Southern oceans from board the research vessels “Akademik Fedorov” and “Akademik Treshnikov” during 2013-2014 are discussed in [Radionov et al., 2015].

A new method of determining TOC from measurements with an IR FS-2 spectrometer was developed and validated [Гаркуша et al., 2017]. This method made it possible to study in detail time variations in the content of ozone during the formation of mini ozone holes over Russia and, using numerical simulation, to determine the basic mechanisms of their formation in winter and spring 2015-2016 [Timofeyev et al., 2018]. Studies of UV irradiance during this period showed that hazardous levels of UV irradiance of the land surface were observed in spring 2016 in Russia.

A number of papers are devoted to studies of changes in stratospheric NO2 under the influence of various natural factors on the basis of data obtained from ground-based spectrometric measurements. Long-term column NO2 measurements carried out at the KHASS in 1981–2008 in morning and evening by direct-sun visible radiation at large solar zenith angles. Results of direct-sun measurements were compared with results of simultaneous zenith-sky NO2 measurements in 1993–1998 and 2000–2008 at the ZSS. For the trend analysis, a multiple linear regression technique is used [Borovski et al., 2016]. The regression model takes into account a linear trend, solar-activity effects, quasi-biennial oscillation, El Nino-Southern Oscillation as well as the influence of the products of the El Chichon (only for Kislovodsk data) and Pinatubo volcanic eruptions. The interannual evolution of the NO2 column for Kislovodsk is characterized by its general increase in the 1980s followed by its general decrease during the 1990s and 2000s. Large, statistically significant, trends were observed for the two time intervals. The linear trends are about 1.6% and 1.9% per year for the 1981–1989 period and –1.4% and –0.8% per year for the 1990–2008 period for morning and evening data, respectively. The trends for the
whole observational period are about $-1.1\%$ and $-0.7\%$ per year. The NO$_2$ trends for the ZSS are negative and equal to $-0.38\%$ per year for the whole observational period from 1990 through March 2016. In [Borovski et al., 2016], it was concluded that the stratospheric NO$_2$ column in the mid-latitude European sector had a negative trend during the past 2.5 decades.

The winter-spring NO$_2$ anomalies observed in the Northern Hemisphere during winter and spring 2011 were analyzed in [Ageyeva et al., 2015]. They were accompanied by anomalies in total ozone and stratospheric temperature and were caused by the air transport from the region of the Arctic ozone hole. Vertical NO$_2$ profiles measured at the ZSS showed that the record negative NO$_2$ anomaly was in part due to the denitrification of the polar stratosphere in the ozone hole region. It was found that, in general, the correlation of NO$_2$ column in the moderate and high latitudes of the Northern and Southern hemispheres with total ozone and stratospheric temperature in the winter-spring period depends on the phase of the quasi-biennial oscillation (QBO). Both seasonal and latitudinal distributions of the amplitudes of the QBO effects were obtained in [Ageyeva and Gruzdev, 2017]. Differences in the NO$_2$ diurnal cycles were identified between the westerly and easterly QBO phases.

Results of spectrometric measurements of NO$_2$ vertical profiles and microwave measurements of O$_3$ vertical profiles in the Moscow region were used to analyze the anomalies of the species related to the sudden stratospheric warming (SSW) in early February 2010 and to the latitudinal displacement of the vortex towards the European sector in late March 2011 before the final spring warming [Gruzdev et al., 2016; 2017]. In the former case, the O$_3$ concentration increased up to 85% and the stratospheric NO$_2$ column increased twice; in the latter case, the O$_3$ concentration decreased by a quarter and the NO$_2$ content decreased twice in comparison with the periods preceding the onsets of the anomalies. A strong anticorrelation of stratospheric NO$_2$ and O$_3$ with potential vorticity was obtained.

The effects of major and minor SSWs on stratospheric NO$_2$ and total ozone in 1958–2015 were studied in [Ageyeva et al., 2017] and [Gruzdev et al., 2018]. The dependence of SSWs on the QBO and the 11-year solar cycle was revealed. Strong negative anomalies of NO$_2$, O$_3$, and temperature as a result of major SSW are caused by the displacement of the stratospheric circumpolar vortex aside from the pole. Strong positive anomalies are observed more frequently under SSWs accompanied by polar-vortex splitting and are caused by the transport of stratospheric air from the low latitudes. Major SSWs can lead to significant changes in the vertical profile of NO$_2$. Changes in different stratospheric layers may be opposite to each other when the edge of the polar vortex is over the site of ground-based observations.
The first experimental evidence of the impact of a solar proton event on stratospheric NO$_2$ was obtained from ground-based spectrometric measurements in the middle and high latitudes of the Northern hemisphere [Ageyeva et al., 2018]. The solar proton event in October 2003 caused the increase in NO$_2$ in the upper stratosphere by 0.6\times10^{15} \text{ cm}^{-2}, which accounted for about one-third of the increase in the NO$_2$ column content.

**Developing observation methods**

The network of Brewer fully-automatic spectrophotometers has been operating since the early 1980s and is one of the oldest global systems providing ozone data. The available software to control the operation of the Brewer spectrophotometers was developed more than 35 years ago and it should be replaced because of the termination of the operation life of computer platforms for which this software was developed. A new cross-platform software for Brewer spectrophotometers has been developed at the OIAP RAS [Savinykh and Postylyakov, 2018]. This software may be used in computers with current multitasking operating systems (Windows, Linux, macOS) and, at the same time, with one source code.

Improving the DOAS method for determining the integral content (IC) of formaldehyde (H$_2$CO) in the PBL and studying the features of its time distribution are in progress. The IC of formaldehyde is retrieved from measurements of the UV spectra of scattered solar radiation. In [Post01], a new version of the method used under clear-sky conditions with improved data quality control was developed. This new version took part in international comparison experiments and showed a valid agreement with results obtained in other groups [Borovski et al., 2015]. Time variations in the IC of H$_2$CO were estimated from observations under clear-sky conditions at the ZSS and IOA (Tomsk) [Postylyakov et al., 2016; Бручковский et al., 2019]. It was shown that there a statistically significant positive dependence of the IC of formaldehyde on air temperature (at the ZSS, the trend amounts to 0.86 \times10^{15} \text{ molec/cm}^2 \text{ per °C}). The observed positive trend is related to an increase in biogenic emissions of isoprene and other volatile organic ozone precursors with increasing air temperature and increasing areas of both forest and peatbog fires. A stable increase in the IC of formaldehyde is observed in air masses arrived at the ZSS from Moscow. Despite a significant distance from Moscow, the formaldehyde IC values observed at the ZSS are, on the whole, 10% higher than those observed in Tomsk.

The method of determining the H$_2$CO IC, which is used under conditions of heavy clouds, has first been developed [Postylyakov et al., 2015; 2016]. In order to validate this method, its authors compared between mean H$_2$CO values observed under heavy clouds and under clear sky for different air masses. The
H$_2$CO values obtained under heavy clouds are systematically higher than those obtained under clear sky; however, this difference is significantly smaller for background air masses than for polluted Moscow air masses. This difference may be associated with photochemical processes of forming and depleting formaldehyde under conditions of different irradiance.

The development of new instruments to perform measurements using the DOAS method is still in progress [Bruchkouski et al., 2016]. Such a new OIAP spectrometer took part in international experiments on comparison of instruments and methods of measuring NO$_2$ (September 2016, Netherlands) [Borovski et al., 2017]. All in all, 36 spectral instruments presented by 26 scientific groups were compared. In addition, a spectrometer to perform multi-angle measurements using the DOAS method has been developed in cooperation with Belarusian colleagues. The first results obtained with this instrument from measurements of the vertical distribution of aerosol extinction using the MAX-DOAS method at the Progress Antarctic station are given in [Bruchkouski et al., 2016].

The method of determining the IC of NO$_2$ in the troposphere with a high spatial resolution (about 2 km) has first been developed at the OIAP RAS [Postylyakov et al., 2017]. The developed approach uses observational data obtained by the operating system of Russian Resurs-P satellites. The possibility of revealing point pollution sources and determining their location has been demonstrated. The algorithms of reconstructing cloud parameters on the basis of simultaneous shooting of the sky with two digital cameras have also been improved [Чуличков et al., 2016]. The new model takes into account the lens distortions of the third- and fifth orders and makes it possible to obtain more accurate estimates of the height of lower cloud boundaries, wind velocity, and wind direction.

**Numerical simulation**

The CHIMERE and COSMO-ART chemical transport models were used to study variations in anthropogenic pollutions and to verify model calculations of the concentrations of trace gases [Vil’fand et al., 2017; Shalygina et al., 2016; 2017]. The efficiency of regional adaptation of EMEP emissions was determined [Shalygina et al., 2018]. Active applications of simulations and a complex of conducted studies to verify chemical transport models (CHIMERE, COSMO-ART) have formed the basis for the development of a modern technology to regularly calculate the concentrations of CO, NO$_x$, PM$_{10}$, O$_3$, and other trace gases at the Russian Hydrometeorological Research Center; the concentrations of trace gases and aerosols are calculated due to the assimilation of meteorological data of the COSMO system [Rivin et al., 2018].
The methodology to use satellite data on chemically active atmospheric trace gases – nitrogen dioxide and carbon oxide (NO$_2$ and CO) – has been developed to estimate carbon dioxide (CO$_2$) emissions associated with fossil-fuel combustion [Konovalov et al. 2016a]. This methodology is based on the inverse simulation of NO$_x$ and CO emissions using a chemical transport model and the estimation of the conversion of NO$_x$ and CO emissions in the CO$_2$ emission according to available inventory data. The possibility to obtain estimates of total annual anthropogenic CO$_2$ emissions in a large industrial region with a relative accuracy of about 10% has been demonstrated.

The atmospheric evolution of smoke aerosol, which is important for climate-forming processes, has been studied based on an analysis of both ground-based and satellite measurements of the atmospheric composition under the extreme conditions of the 2010 and 2012 fires in Russia using a chemical transport model [Konovalov et al., 2015; 2016b; 2017; 2018]. The effects of a significant (approximately twofold) increase in the mass concentration of fine-dispersed aerosol and aerosol optical thickness in smoke plumes of natural fires during their mesoscale transport have been revealed. It is shown that these effects may be determined from a set of both physical and chemical processes with participation of semi-volatile organic compounds (SVOCs). Obtained results suggest that it is very important to take into account processes with participation of SVOCs in estimating and forecasting the aerosol impact on climate, including Arctic thermal-balance variations.

A climatic model developed at the Institute of Numerical Mathematics includes an aerosol block describing the evolution of all basic types of aerosols [Volodin and Kostrykin, 2016]. The model aerosol distribution is taken into account in calculating radiation fluxes that affect the atmospheric gas composition and, in particular, ozone content. Numerical experiments using this model have yielded 10-year variations in aerosol characteristics and atmospheric gas composition.

Both spatial and temporal distributions of isoprene and its oxidation products, methyl vinyl ketone and methacrolein in the Far East of Russia were investigated [Safronov et al., 2019]. Measurement data were obtained from board a mobile laboratory that was moving along the Trans-Siberian railway and from WRF CHEM and GEOS CHEM simulations. It was found that the temporal distribution of measured isoprene is in a good agreement with simulation results. The measured concentrations of isoprene, methyl vinyl ketone (MVK) and methacrolein (MACR) demonstrate pronounced diurnal variations, while the average of the MVK+MACR-to-isoprene ratio does not show a clear diurnal cycle. Furthermore, the sum of MVK and MACR is in good correlation with isoprene (R ~0.60–0.86).
The concept of “odd oxygen” is considered and its atmospheric lifetime is evaluated [Larin, 2016]. It is demonstrated that the modern interpretation of this concept precludes obtaining reliable data on the atmospheric lifetime of odd oxygen, which is of fundamental importance in ozonosphere chemistry. An algorithm for correctly assessing the atmospheric lifetime of odd oxygen is presented and relevant estimates for the end of the XX century are made. It is also shown that, if the lifetime of odd oxygen is comparable to or greater than the time of vertical eddy transport, the former should be replaced by a combined lifetime, taking into account the action of both photochemical and dynamic factors.

The chemical composition of the middle atmosphere and its changes in the 21st century are considered by Larin (2017; 2018). The initial data were obtained from the interactive two-dimensional radiation-chemical model SOCRATES, which calculates the height profiles of components with a resolution of 1 km in the latitudinal zone from 85° S to 85° N, with a step of 5°. The initial conditions were taken to be the Intergovernmental Panel on Climate Change (IPCC) RCP 4.5 scenario for June and January of 2000 and 2100 at a latitude of 50° N. It has been shown that for June 2100, the relative change (in %) in the total content of components in the ClOₓ, Oₓ, BrOₓ, NOₓ, and HOₓ families in the stratosphere, in comparison with June 2000, would be –57.5%, +4.0%, –25.7%, –13.9%, and –4.1%, respectively. For January, the corresponding values for ClOₓ, Oₓ, BrOₓ, NOₓ, and HOₓ are –59.1%, +7.3%, –26.2%, –7.1%, and –3.6%, respectively.

A chemical atmospheric research model (CHARM) is described and results of three-dimensional numerical simulation of the climatological distributions of ozone and other atmospheric trace gases within a height range of 0–90 km are given in [Krivolutsky et al., 2015]. Results obtained from numerical calculations of the effects of variations in solar UV radiation fluxes and ozone depletion in polar regions due to high-energy particles of cosmic origin on the composition of the upper atmosphere are also given. In order to describe the spatial transport of chemically active trace gases in the model (Prather’s scheme), the global fields of wind-velocity components and air-temperature fields were calculated using an atmospheric research model (ARM) of general circulation.

Conclusions

In 2015–2018, a team of Russian researchers continued to study atmospheric ozone. Noticeable achievements are associated with studying processes that determine the spatiotemporal variability of ozone and its precursors in the atmosphere over northern Eurasia, the Arctic and Antarctic. Because of the reor-
ganization of the Russian Academy of Sciences, many research teams were faced with difficulties in updating instruments and carrying out regular observations. Therefore, more attention was given to analyzing data obtained earlier and developing new methods of observations. The development of new remote-sensing technologies using ground- and satellite-based spectrophotometers should especially be noted. Distributions of the integral content of NO$_2$ in the atmospheric boundary layer with a resolution of 2×2 km were first obtained from board a Russian satellite. The methods of measuring the atmospheric contents of ozone and some organic compounds according to scattered solar radiation under cloud conditions were developed, which significantly increased the efficiency of monitoring atmospheric composition. Great expectations are associated with an increase in the state support of young professionals in the area of atmospheric investigations.
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Introduction

The 2019 Russian national report on meteorology and atmospheric sciences include studies of planetary atmospheres performed in 2015–2018. Like before [1], a considerable share of findings follows from the analysis of data obtained by the European Mars Express and Venus Express spacecraft equipped with instruments with Russian participation. The Mars Express spacecraft has been operating in Martian orbit for more than 15 years and continues observations. Several works summarizing the long-term observations were published upon ten years of Mars Express successful operations. The Venus Express spacecraft completed its science observations in 2014, after almost nine years of successful work. The three years of 2015–2018 was the time to summarize the long series of observations acquired, and to publish the results of three coordinated workgroups dedicated to Venus atmosphere and held in the International Space Science Institute (ISSI) in Bern in 2013–2014. The success of Venus Express to a large extent promoted the completion of the new Venus III book, and the associated series of papers in Space Science Reviews journal [2]. Finally, the progress of planetary atmospheric science in Russia was boosted by the creation of a dedicated laboratory ‘Terrestrial Planets and habitable exo-planets: Past, Present and Future’ headed by J.-L. Bertaux in Space Research Institute (IKI) (‘Megagrant’ 2017–2019).

The resent report is based on the results of works related to neutral planetary atmospheres and planetary climates, published in the peer-reviewed literature. The report follows the repartition by planets, including, where appropriate, a brief account for ongoing or future experiments with Russian involvement.

Venus

Composition of the atmosphere

The results of ISSI International Team dedicated to sulfur dioxide (SO₂) in the atmosphere (‘SO₂ variability in the Venus atmosphere’ led by A.C. Vandeale and O. Korabıl) were published in 2017 [3, 4]. The core measurements used are from SPICAV/SOIR experiment operated onboard Venus Express, though these review papers account for all data sources available to date. SO₂ is
a critical element of the sulfur cycle on Venus, closely linked to the global-scale cloud and haze layers, which are composed primarily of concentrated sulfuric acid. Sulfur oxide observations provide, therefore, valuable insight into the ongoing chemical evolution of Venus’ atmosphere, atmospheric dynamics, and possible volcanism. Recent observations of sulfur-containing species (SO₂, SO, OCS, and H₂SO₄) in Venus’ mesosphere have generated controversies, revealing unexpected spatial patterns and spatial/temporal variability, in particular between spaceborne and Earth-based observations, and that have not been satisfactorily explained by models. Paper [3] puts focus on the vertical distribution of SO₂ (see also [5]). The most noticeable feature of the vertical profile of the SO₂ abundance in the Venus atmosphere is the inversion layer located at 70–75 km, with VMRs increasing above. Observations suggest that at least one other significant sulfur reservoir (in addition to SO₂ and SO) must be present throughout the 70–100 km altitude region to explain the inversion. No photochemical model has an explanation for this behavior. GCM modelling indicates that dynamics may play an essential role in generating an inflection point at 75 km altitude but does not provide a definitive explanation of the source of the inflection at all local times or latitudes. Paper [4] addresses the horizontal and temporal variability of SO₂, observed from Venus Express, ground-based facilities, and the Hubble Space Telescope both on short-term and short-scale.

**Figure 1.** Vertical distribution of SO₂ VMR in the Venus atmosphere (compilation of all available datasets; see [2] for references). Figure credit: Belyaev D.A. (presented at 6MS3 symposium, IKI, Moscow 5–9 Oct 2015)
The observed long-term trends show a succession of rapid increases followed by slow decreases in the SO$_2$ abundance at the cloud tops level, implying that the transport of air from lower altitudes plays an important role. The origins of the larger amplitude short-scale, short-term variability observed at the cloud tops are uncertain but are likely connected to variations in vertical transport of SO$_2$ or variations in the abundance and production and loss of H$_2$O, H$_2$SO$_4$, and S$_x$.

The atmosphere of Venus is almost deprived of water vapor, while its presence in trace quantities plays a crucial role in the overall radiative balance of the planet. The H$_2$O content above clouds has been retrieved for the complete Venus Express dataset from 2006 to 2014 obtained by SPICAV VIS-IR spectrometer, which measured the H$_2$O abundance in the reflected sunlight by 1.38-μm band absorption. The water lines form at altitudes of 59–66 km. The retrieved H$_2$O mixing ratio is ≈6 ppm at low latitudes, 5.5 ppm at mid-latitude, and increasing to 7 ppm at high latitudes in both hemispheres. Observed variations of water vapor within a factor of 2–3 on the short timescale appreciably exceed individual measurement errors and could be explained as a real variation of the mixing ratio or/and variations of the cloud opacity. The maximum of water at lower latitudes supports possible convection and injection of water from lower atmospheric layers [6]. The vertical gradient of water inside the clouds well correlates with the increase of water column and lowered clouds near the poles (cloud top altitude retrieved from the CO$_2$ 1.4–1.6-μm absorptions). No prominent long-term variations of water vapor or the cloud top altitude during the 8.5 years of observation, nor a local time dependence was detected. SPICAV H$_2$O mixing ratios are generally higher than those obtained in the 2.56-μm band from VIRTIS-H data [7].

A one-dimensional model of the Venus clouds [8] was updated thermodynamic parameters and reduced photochemical production of sulfuric acid. It was used to model vertical profiles of H$_2$O and H$_2$SO$_4$ vapors and sulfuric acid concentration. For the global-mean conditions, the model predicts a lower cloud boundary (LCB) at 47.5 km, H$_2$SO$_4$ peak abundance of 7.5 ppm at the LCB, and H$_2$O mixing ratios of 7 ppm at 62 km and 3.5 ppm above 67 km. A reasonable agreement between these results and observations is found except for the sulfuric acid concentration in the lower clouds [9]. The photochemical model of Venus atmosphere at 47–112 km [10] was updated by new S$_2$O$_2$ data and densities of H$_2$O, OCS, and H$_2$ [11]. Variations of sulfur species may be induced by minor changes in atmospheric dynamics, and do not require volcanism to explain them. The S$_2$O$_2$ abundance found in the model is too low to be responsible for the near-UV absorption.
An upper limit on HBr in Venus’ atmosphere is established from ground-based observations. The strongest line of HBr at 2605.8 cm$^{-1}$ was observed using the NASA IRTF and a high-resolution long-slit spectrograph CSHELL with resolving power of $4 \times 10^4$. Averaging of 101 spectra of Venus resulted in the upper limit to HBr mixing ratio at the cloud tops of Venus of $\sim 1$ ppb [12]. This limit refers to 78 km. A simplified version of the bromine photochemistry is included in the photochemical model [10]. Modeling shows that the bromine chemistry may be active on Venus even under the observed upper limit. However, if a Cl/Br ratio in the Venus atmosphere is similar to that in the Solar System, then HBr is $\approx 1$ ppb in the lower atmosphere, and the bromine chemistry is insignificant.

**Aerosols**

Several studies are dedicated to the composition of the Venus clouds, in particular to the unknown UV absorber. The phenomenon of glory produced from scattering by spherical particles is often present in the images of Venus taken at small phase angles. Comparison of the phase profiles of glories observed on the cloud top (70–90 km altitude) by the Venus Monitoring Camera (Venus Express) and the light-scattering characteristics of sulfuric acid droplets, containing admixtures with higher refractive index, helps to select candidates for the so-called unknown UV absorber responsible for contrasts observed at 0.365 $\mu$m in the upper Venus clouds. It was found that the frequently considered sulfur is not a plausible candidate since it is not wetted by sulfuric acid. Sulfur particles adhere to the H$_2$SO$_4$ droplets, but not enveloped by them. Scattering at such droplets with sulfur blobs would distort or blur the characteristic glory pattern completely. Other candidate UV absorbers, such as, e.g., iron chloride, can be readily embedded into the H$_2$SO$_4$ droplets, and are therefore compliant with the observations of glory [13–17]. More systematic observations of the glory by SPICAV IR spectropolarimeter (Venus Express) in the near-IR range (0.65–1.7 $\mu$m) confirms that the spherical particles constitute most of the cloud layer on the planet [18].

The presence of the iron chloride FeCl$_3$ in the middle and lower clouds is considered in ref. [19]. Iron chloride in the Venus clouds is under discussion for three decades. FeCl$_3$ in the Venus clouds was observed by the direct X-ray fluorescent spectroscopy. It agrees with the near UV and blue reflectivity of Venus, explains the altitude profiles of the mode one aerosol in the middle and lower cloud layers, and explains the decrease in the near-UV absorption below 60 km. Also, the delivery of FeCl$_3$ into the upper cloud layer and the production of sulfuric acid are just in a proportion of 1:100 by mass that is required to fit the observed near-UV albedo, and the mode 1 and 2 particle sizes fit this propor-
tion as well. The inferred mixing ratio of Fe₂Cl₆ in the atmosphere is 17 ppbv, and the FeCl₃ mole fraction in the surface rocks is 19 ppbv.

Another near-UV absorber candidate, a sulfur aerosol is considered in ref. [20]. The photochemical model [10] predicts sulfur aerosol as a product of the OCS photolysis at 55–60 km. The calculated mass loading is much smaller than that of the mode one particles in the upper cloud layer. The chemical kinetic modelling [21] results in a constant mixing ratio of 20 ppm for OCS + XSX, and the S₈ mixing ratio of 2.5 ppm at ~47 km. This abundance, ~10% of the total mass loading in the lower cloud layer, limits the calculated profile of the sulfur aerosol at the lower boundary of modes 2 and 3. The S₈ abundance is therefore too small at the cloud tops, and the sulfur aerosol cannot be the near UV absorber. Also its profile disagrees with the profile of the absorber, as observed by Venera 14.

Ref [6] provided an estimation of the cloud top altitude from SPICAV IR/Venus Express nadir measurements of the CO₂ bands. The altitude where the nadir aerosol optical depth at 1.48 µm equals unity, varies from 68 to 73 km at 40°S to 40°N with an average of 70.2±0.8 km, assuming the aerosol scale height of 4 km (see below). In high northern latitudes, the cloud top is lowered to 62–68 km.

The upper cloud layer of Venus is crucial for the radiative energy balance of the mesosphere. The radiative forcing variations due to clouds of the Venus mesosphere, revealing substantial variability with latitude, was studied using Venus Express radio occultations and a 1-D radiative transfer model [22]. The cloud top altitude effectively controls outgoing thermal fluxes. Sharp cloud top boundary can produce a pronounced peak of both solar heating and thermal cooling, suggesting a radiative origin of temperature inversions in the cold collar. Considerable diurnal variation of net forcing at low latitudes can explain convective cells observed in UV images. Latitudinal contrasts in the radiative forcing in the mesosphere can drive meridional Hadley-type circulation with meridional winds of few m/s and vertical motions with speed of few cm/s.

The vertical structure and properties of the upper cloud layer were studied using solar occultation observations at the limb of Venus by SPICAV IR spectrometer. The occultation data were analyzed throughout the mission (May 2006 to November 2014). Vertical profiles of atmospheric extinction obtained at ten near-IR wavelengths (in the range of 0.65–1.7 µm) at altitudes 70–95 km allow deriving microphysical properties of the mesospheric haze. The haze top is higher near the equator than near the pole. The aerosol scale height in the upper haze is 3.3±0.7 km. Detached haze layers were often observed at 70–90 km. The properties of aerosol particles retrieved from the occultation data are consistent with single-mode or bimodal distribution. With the H₂SO₄
refraction index, particles sizes are found as 0.12 μm and 0.84 μm for the bi-modal distribution, or ~0.5 μm, for a single mode. The particle radii vary on the time scale of several months; also, they are 1.5–2 times smaller in the polar regions [23, 24].

Already mentioned polarization data from the SPICAV IR (0.65–1.7 μm) nadir observations were analyzed for the period between 2006 and 2010, the data covering mostly the northern hemisphere [18]. The degree of polarization measured on a few test orbits agrees with previous observations from the ground and Pioneer Venus. Mean value of effective radius \( r_{\text{eff}} \approx 1 \) μm with a narrow distribution (effective variance \( \nu_{\text{eff}} \approx 0.07 \)) was retrieved, and refractive index of 1.42 at 1 μm. Comparing to SPICAV occultation data one may conclude that the polarimetric measurements in the IR are most sensitive to the larger mode. Global observations show significant polarization patterns. A sharp increase towards positive polarization with increasing latitude, confirms smaller, sub-micron sized haze particles in the polar areas. Also, the optical depth of this sub-micron haze doubles at higher latitudes. A more systematic approach to rich corpus of SPICAV polarization data, than presented in this 2015 paper can be expected, allowing to make a long-term survey of the cloud and haze parameters, especially when comparing to results by Pioneer Venus [25].

A chapter for the *Venus III* book and an article reviewing the clouds and hazes on Venus was published [26].

**Atmospheric structure and dynamics**

The thermal structure of Venus upper atmosphere (90–140 km) was investigated using SPICAV UV/Venus Express stellar occultations [27]. The nightside (18:00–06:00 h local time) CO\(_2\) local density, and temperature profiles are available with vertical resolution of 7 km in both the southern and the northern hemispheres. A permanent layer of warm air is observed at the mesopause (90–100 km). With increasing altitude the temperature decreases, reaching a minimum at ~125 km. Local time variations dominate the structure of Venus atmosphere at these altitudes: temperatures increase by 20 K on the morning side compared to the evening side. The homopause height varies between 119 km on the evening side and 138 km on the morning side.

A review of up-to-date observations of the thermal structure of the Venus atmosphere, in particular comparing the *Venus Express* and ground-based observations, and the update for the Venus International Reference Atmosphere (VIRA) was published [28]. The *Venus Express* observations have considerably increased our knowledge of the Venus atmospheric thermal structure above ~40 km and provided new information above 100 km. The contribution of the new *Venus Express* data to VIRA is also considered in refs. [22, 29].
Advancements in the field of molecular absorption at high pressure (a non-exhaustive list of references is [30–35]) led to improved understanding the to the radiation transfer in the Venus’ atmosphere and updates for spectroscopic databases [36, 37].

A corpus of Venus images collected by Venus Monitoring Camera (VMC) through the lifetime of Venus Express mission in the UV and near-IR ranges was used to track visible motions of clouds to infer winds and the superrotation rate at the cloud level [38–40]. The cloud top altitude in low latitudes is seen in the UV at $\approx 67$ km, and the middle and lower cloud level (49–57 km) is observed in the near-IR. The mean retrograde zonal wind speed at these levels is about 90 m/s, and 68–70 m/s, respectively. A maximum of wind speed of about 100 m/s is observed at the cloud tops at 40–50$^\circ$S, decreasing with latitude poleward of 50$^\circ$S. The mean poleward meridional wind slowly varies from zero value at the equator to about 10 m/s at 50$^\circ$S and then back to zero at the pole. The mean meridional speed within the clouds has a positive sign at 5–65$^\circ$S suggesting equatorward flow. Together with the poleward flow at the cloud tops, it indicates the presence of a closed Hadley cell at 55–65 km.

A correlation between the zonal low-latitude wind pattern and the underlying topography of Aphrodite Terra is found [41], and interpreted as a result of stationary gravity waves produced at the ground level near the mountains. A long term trend (2006–2012) of the zonal wind speed at low latitudes suggested earlier [38] is not confirmed [40, 41]. The variability in the retrieved wind speed is explained by the observational selection, associated with the influence from the surface topography.

The Venus circulation was also studied in the mesosphere region (90–110 km) using tracking of the singlet oxygen $O_2(a^1\Delta_g)$ 1.27 $\mu$m nightglow [42]. The images of the nightglow were obtained by VIRTIS-M on Venus Express over the course of $\geq 2$ years, covering the nightside southern hemisphere of the planet. Two opposite flows from terminators to midnight are observed. The eastward wind (from the morning side) exceeds the westward (evening) by 20–30 m/s, and the two streams meet at $\approx 22.5$ h. Surprisingly the influence of underlying topography was suggested as well: above mountain regions, flows tend to behave as if they encounter an obstacle, sometimes shifted by several degrees. Therefore the stationary gravity waves, emerging from the surface can reach such altitudes. Instances of circular motion were discovered, encompassing areas of 1,500–4,000 km. The mean horizontal circulation at about 100 km does represent neither superrotation, nor subsolar-to-antisolar circulation, nor a superposition of the two. Both the zonal and the meridional components of the motion have different magnitudes and direction before and after midnight.
Interestingly, the influence of the surface on the circulation is confirmed by the general circulation modeling, though the effect is only apparent above 80 km [43]. Review papers on superrotation and turbulence in the atmosphere of Venus are published [44, 45].

**Future Venus missions**

Despite the tremendous progress that has been made in recent years and the success of *Venus Express* and *Akatsuki* orbiters, many fundamental questions remain concerning Venus' history, evolution, and current geologic and atmospheric processes. Among the approaches to prioritizing these questions, a joint science definition team between Russia and the United States is working since 2015 to formulate the science priorities for a new Venus space mission, *Venera-D*. It is planned that the mission will include an instrumented orbiter and *in situ* elements, including a classical *VeGa*-type lander, long term survival elements on the surface of Venus, and an element, permitting controlled aerial mobility [46]. Supportive studies related to the atmosphere included thermal protection systems for Venus landers [47] and an estimate the visibility of Venus’ surface through clouds at the nightside [48]. As of 2019, the practical implementation of this mission is been considered by funding agencies, Roscosmos and NASA.

**Mars**

**Atmospheric chemistry**

The SPICAM experiment onboard *Mars Express* has accumulated since 2004 a wealth of observations permitting a detailed characterization of the atmospheric composition and activity from the near-surface up to above the exosphere. The SPICAM climatology is one of the longest assembled to date by an instrument in orbit around Mars, offering the opportunity to study the fate of major volatile species in the Martian atmosphere over a multi-(Mars)year (MY) timeframe. With his dual ultraviolet (UV)-near Infrared channels, SPICAM observes a variety of atmospheric gases, from abundant (CO₂) to trace species (H₂O, O₃) [49-51].

Long-term observations of atmospheric water vapor [51], airglows [52], ozone, clouds and dust, carbon dioxide, exospheric hydrogen [51] cover the MY27–MY31 period (Figure 2). The monitoring of UV-derived species was stopped at the end of 2014 (MY30) due to failure of the UV channel, while the IR channel continues to observe. An SO₂ detection attempt was undertaken but proved unsuccessful: with an upper limit higher than previously published.

One particular conclusion stemming from long-term SPICAM observations concerns an efficient mass transfer between the lower and the upper atmospher-
ic reservoirs. This is best illustrated by water and hydrogen, SPICAM monitored both species in their respective atmospheric reservoir. Coupling between the two appear to occur on seasonal timescales, much shorter than theoretical predictions (see below).

SPICAM data on molecular oxygen singlet delta emission was compared to the height profiles of atomic oxygen resulting from 1-D modeling the chemical composition of the martian atmosphere [52].
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**Figure 2.** A compilation of five Martian years of observations by SPICAM in a nadir-looking mode [51]. The chart displays zonally averaged values as a function of solar longitude (Ls) of the retrieved (from top to bottom) water vapor, ozone, molecular oxygen singlet delta daytime emission in the near infrared, and dust as well as water ice opacity at 250 nm.

CO variations on Mars were studied by means of ground-based spatially-resolved high-resolution spectroscopy [53]. Earlier results have been improved using the $^{13}$CO and CO$_2$ lines with low temperature dependence, and good knowledge of spectroscopy. The $^{13}$CO/CO ratio of 1.023 times terrestrial was calculated using the ratio of $^{13}$CO$_2$/CO$_2$=1.046 measured by MSL Curiosity, with an account for isotope fractionation in the CO$_2$ photolysis, and in the reaction between CO and OH. The observations extended over the maximum of CO in the southern hemisphere during the northern summer. The enrichment of incondensable gases by condensation of CO$_2$ in the southern polar regions is
found mostly confined to high latitudes, in agreement with the Mars Climate Database model predictions, but contradicting other observations, showing larger latitudinal gradients and seasonal variations. The retrieved global mean CO abundance is 700 ppm on Mars, smaller than many recent results by a factor of $\approx 1.4$. The issue of the CO$_2$ isotopologues measured by *MSL Curiosity* was as well addressed in ref. [54].

The mixing ratios of N$_2$, Ar, O$_2$, and CO precisely measured by the *MSL Curiosity* quadrupole mass spectrometer were corrected for the seasonal variations of the atmospheric pressure to reproduce annual mean mixing ratios on Mars [55]. The corrections are made using the pressure measurements for the first year of the *Viking Landers* 1 and 2 and the Mars Climate Database. The resulting annual mean mixing ratios of $(1.83\pm0.03)\%$ for N$_2$, $(1.86\pm0.02)\%$ for Ar, $(1.56\pm0.06)\times10^{-3}$ for O$_2$, and 673$\pm 2.6$ ppm for CO are found.

A review of the current understanding of the Mars’ atmospheric photochemistry is presented as the *Atmosphere and Climate of Mars* book chapter [56].

**Water cycle and escape**

Better characterization of the water cycle progressively leads to an understanding that water in the neutral lower atmosphere is connected to the hydrogen corona and loss of water from Mars. We therefore considered these issues together.

The current status of understanding of the Mars’ water cycle is presented in the *Atmosphere and Climate of Mars* book [57]. Multi-Mars-year climatology of atmospheric water vapor is given in ref. [49]. A new hydrological cycle scheme was implemented into the Max Planck Institute Martian general circulation model (Martian Atmosphere Observation and Modeling, MAOAM) [58, 59]. The new scheme includes more accurate parameterization of microphysical processes between water vapor and ice clouds, including processes of saturation, nucleation, particle growth, sublimation, and sedimentation under the assumption of variable size distribution. Simulations of annual variations, horizontal and vertical distribution of water vapour and ice clouds are compared to available observations. In particular, monomodal and bimodal distributions of ice condensation nuclei were studied.

Observations of the Martian hydrogen corona in the UV H Ly-alpha emission by HST and SPICAM/*Mars Express* [51] show changes with Martian season, significantly increasing in perihelion (see also [60]). A difference by order of magnitude occurred over a few months in 2007 (MY28) coincident with a global dust storm. The observed increase of Ly-alpha suggests that the increased dust loading incites water vapor from the lower atmosphere to reach higher altitudes. Over there the water is photo-dissociated by sunlight, provid-
ing a source of hydrogen for the upper atmosphere. SPICAM IR occultation profiles were used to study the water vapor vertical distribution during the 2007 global dust storm [61]. In the Northern hemisphere at $Ls = 268^\circ–285^\circ$ the $H_2O$ density increased by order of magnitude at 60–80 km. During the dust storm, the profiles extended up to 80 km, with an $H_2O$ density exceeding $10^{10}$ molecules cm$^{-3}$ (volume mixing ratio $\geq 200$ ppm). The largest $H_2O$ densities observed above 60$^\circ$N, over $Ls = 269^\circ–275^\circ$, do not directly correlate with the aerosol loading. This increase likely relates to the downwelling branch of the meridional circulation transporting water from the Southern hemisphere to high northern latitudes, intensified during the dust storm. A comparison with a quiet Mars year MY32, when the $H_2O$ content in the Northern hemisphere did not exceed $2\times10^{10}$ molecules cm$^{-3}$ and 50 ppm at 60 km, showed that the global dust storm was a unique event. In the Southern hemisphere the increase of water during the storm was milder (a factor of 4–5), and a comparable increase (a factor of 2–3) was also observed during MY32, suggesting seasonal repeatability. The observed amount of water at high altitudes in both hemispheres can produce a substantial increase in the H escape rate on a timescale of weeks. More observations and modelling is needed to separate the seasonal and the dust storm contributions to the hydrogen escape.

Results of ground-based high-resolution spectroscopy observations of the HDO/$H_2O$ ratio in the martian atmosphere conducted at NASA IRTF in 2007–2014 published in ref. [62]. The observations are difficult because telluric water exceeds the martian water by two orders of magnitude even under excellent conditions at Mauna Kea (Hawaii, elevation 4.2 km). The HDO and $H_2O$ lines of comparable equivalent widths were observed at close wavenumbers of 2722 and 2994 cm$^{-1}$, minimizing effects of aerosol absorption and scattering in the resulting HDO/$H_2O$ ratios. The ratios found from four observations are flat in broad latitude ranges, as predicted by the GCM model. Two other observations depart from the model predictions, showing a strong correlation between HDO/$H_2O$ and temperature at $\approx 7$ km above the surface. The observed global-mean HDO/$H_2O$ ratio is $4.6 \pm 0.7$ times the terrestrial ratio; the ratio in the vapour released from the north polar cap is $6.2 \pm 1.4$. The ratio in the north polar cap ice inferred using the GCM estimate is $7.1 \pm 1.6$.

**Upper neutral atmosphere**

An improved physical model and the calculation method for the radiative transfer problem under nonlocal thermodynamic equilibrium (NLTE) conditions published in refs. [63, 64]. Vibrational states in the CO$_2$ and CO molecular bands in the near-infrared (NIR) wavelength range ($\sim 1–5$ $\mu$m) in the daytime atmosphere of Mars, and their population are considered.
Though the Martian mesosphere and thermosphere, the region above about 60 km, is not the primary target of the ExoMars 2016 mission, the Trace Gas Orbiter (TGO), can explore it and address many interesting issues [65].

**ExoMars mission**

A significant advancement in the understanding Mars atmosphere, climate, and meteorology are expected from ExoMars mission (ESA and Roscosmos). The firsts part of the mission, the Trace Gas Orbiter (TGO) launched by Russian Proton in 2016, has reached final science orbit in March 2018, and performing full-scale science observations from April 21, 2018. The orbit of the spacecraft is specifically designed for atmospheric and climate studies: it is optimized for solar occultations, permitting the most sensitive survey for trace gases in the atmosphere, while nadir tracks allow observing at variable local time. A full local time turnover requires 60 days. Two out of four instruments of the satellite, the Russian ACS [66, 67] and the European NOMAD [68–70], are designed for measuring the small atmospheric constituents and monitoring the basic climate parameters. The two instruments performed a survey of the trace components and observed the global dust storm of 2018 (the event 2018A), and a regional dust storm at the beginning of 2019. No findings of these experiments were published in 2018 yet.

The ExoMars 2020, the second part of the mission will carry a series of instruments for meteorological and atmospheric studies on a stationary landing platform with a lifetime of no less than a year [71]. A full-scale meteorological package, using the heritage of previous missions [72] is under development. Measurements of the atmospheric profile during the descent of the landing vehicle are also planned. The ExoMars 2020 rover [73] also carries some instruments, which can deliver meteorological information [74].

**Other planets**

A few studies related to the atmospheres of other planets include the analysis of JUNO mission data [75], interpretation of the New Horizons observations [76], and photochemical modelling of the Titan atmosphere [77].
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This section is a review of the results of Russian polar studies performed in 2015–2018. It is based on material prepared by the Commission on Polar Meteorology of the National Geophysical Committee, Russian Academy of Sciences, and included in the National Report on Meteorology and Atmospheric Sciences to the XXVII General Assembly of the International Union of Geodesy and Geophysics, Montreal, Canada, July 8–18, 2019.

Arctic meteorology studies

The Arctic regions are characterized by the strongest and fastest climatic changes. The warming rate in the Arctic in recent decades has been significantly greater than global warming rate. The substantial Arctic amplification, which characterizes the degree of sharper climate changes at high latitudes compared to lower ones, is due to a number of factors. The Arctic amplification is influenced by the dependence of thermal radiation and albedo on temperature, changes in the vertical temperature stratification of the atmosphere, meridional heat transfer, and the content of water vapor and clouds in the atmosphere. The most significant changes in recent decades are associated with a very rapid decrease in the ice cover of the Arctic Ocean, especially at the end of summer. These changes indicate a possible future absence of sea ice in the Arctic Ocean in the summer and autumn months already in the first half of the 21st century. The change in the distribution of sea ice in the Arctic is of great importance in connection with the development of Arctic marine transport systems and the shelf exploration. All these problems are described in the review [1]. Results of the Arctic climate and cryosphere studies in the Arctic and Antarctic Research Institute, St.Petersburg, are described in comprehensive reviews [2, 3].

The paper [4] presents the evaluation of climate change in the Arctic during the development of the global warming, and considers the role of various factors in the Arctic amplification of changes. It is shown that the increase of surface air temperature began in the 1990’s and reached its maximum in 2012. Rapid reduction of the Arctic sea ice cover at the end of the summer period occurred concurrently and reached the deepest minimum in September 2012. The changes of summer air temperature in the marine Arctic and sea ice extent in September correlate with the coefficient equals to -0.93 for 1980–2014.
Quadratic and linear models of relationships between the summer air temperature and sea ice extent indicate the period 2029–2037 as that of September ice disappearance. The inflow of warm and salty Atlantic water and displacement of its limits distribution in the sub-Atlantic Arctic, especially significant in the Barents Sea, affect changes of the winter sea ice extent. It is shown that the greatest contribution to amplified warming of the Arctic climate is that of the poleward atmospheric heat transport. This transport accounts for almost 90% of the trend in average temperature in the Arctic, most of the trend of average temperature in the Northern Hemisphere and more than half of the global mean temperature trend from 1969–2008 [4].

In [5] it has been hypothesised the Arctic amplification of temperature changes causes a decrease in the northward temperature gradient in the troposphere, thereby enhancing the oscillation of planetary waves leading to extreme mid-latitudes weather. To test the hypothesis, we study the response of the atmosphere to Arctic amplification for a projected summer sea-ice-free period using an atmospheric model with prescribed surface boundary conditions from a state-of-the-art Earth system model. Besides a standard global warming simulation, we also conducted a sensitivity experiment with sea ice and sea surface temperature anomalies in the Arctic. We show that when global climate warms, enhancement of the northward heat transport provides the major contribution to decrease the northward temperature gradient in the polar troposphere in cold seasons, causing more oscillation of the planetary waves. However, while Arctic amplification significantly enhances near-surface air temperature in the polar region, it is not large enough to invoke an increased oscillation of the planetary waves [5].

Possible mechanisms for the formation of significant weather-climatic anomalies in the Russian territory in recent years and their connection with global climate change and natural quasi-cyclic processes are discussed in [6]. Extreme heat of 2010, floods of the Amur river in 2013, and abnormally cold winters associated with the long-lived blocking anticyclones, for which, with continued global warming, a general increase in repeatability is analyzed. To determine the connection of such events with global warming, it is necessary to take into account the effects of regionally and globally significant natural quasi-cyclic processes, including the Atlantic long-period oscillation, the Pacific decade oscillation and the ENSO [6].

An assessment of the relationship between changes of sea ice extent and Arctic climate is presented in [7]. Increase of surface air temperature (SAT) in the marine Arctic shows a good relationship with reduction of sea ice extent (SIE) in summer. A strong correlation (a coefficient equal to -0.93) was found between the summer SAT in the marine Arctic and satellite-derived 1980–2014
September sea ice index (the average of SIE in the Arctic since 1978, in millions of km$^2$). Based on this finding, anomalies of Arctic September SIE were reconstructed from the beginning of 20th century using a linear regression relationship. This reconstructed SIE shows a substantial decrease in the 1930–1940s with a minimum occurring in 1936, which, however, is only a half of the decline in 2012. The strong relationship between the summer SAT and September SIE was used to assess the onset of summer sea ice disappearance in the Arctic Ocean. According to the estimates made with a simple regression model, we can expect a seasonally ice-free Arctic Ocean as early as in the mid-2030s. An impact of the inflow of warm and salty Atlantic water (AW) on winter SIE was evaluated as an example for the Barents Sea. This evaluation reveals a coherent spatial pattern of the AW spreading, presented by surface salinity distribution, and the position of sea ice edge, and significant correlation between the inflow of the AW and maximal sea ice extent [7].

Recently published articles on some issues of the evolution of Arctic sea ice cover are reviewed in [8]. It is shown the high correlation between the increasing of surface air temperature and shrinking of the ice cover in summer. Based on this, anomalies of the September ice extent have been retrieved from 1900. They show a significant decrease in the 1930–1940s, which is almost twice as low as in 2007–2012. The influence of fluctuations in the flow of warm and saline Atlantic water is noted in variations in the winter maximum of the sea ice extent in the Barents Sea. An accelerated positive trend has been ascertained for the air temperature in late autumn – early winter in 1993–2012 due to increase in the open water area in late summer. Inherent regularities of the variability of ice covered area made it possible to develop a prediction of the monthly values of sea ice extent with lead time from 6 months to 2 years [8].

Influence of anomalies of the sea surface temperature (SST) in low latitudes of the North Atlantic on the sea ice cover and the surface air temperature in the Arctic is discussed in [9, 10]. Data on the SST in the Atlantic Ocean from the HadISST, series of the water temperature on the section along the Kola meridian together with mean monthly data on sea ice extent and air surface temperature in the Arctic Ocean and the Northern hemisphere were analyzed. Cross-correlation analysis was applied to determine the maximum correlation coefficients between the SST anomalies, climate characteristics and their corresponding delays within time limits of 33 to 38 months. Existence of intimate link had been found between changes of the Atlantic SST in low latitudes and the sea ice extent in the Arctic with correlation coefficients up to 0.90 and delays up to 3 years. A mechanism of formation of the remote influence of low-latitude SST anomalies on the sea ice anomalies in the Arctic Ocean is proposed [9, 10].

There are different points of view on the role of the atmospheric heat and moisture transport in increasing summer warming in the Arctic, which are often
based on the analysis of average annual data. In [11, 12] the analysis of summer atmospheric transport, their influence on air temperature and water vapor content in the atmosphere, trends in multi-year transport changes is considered. It is noted the important role of moisture inflows from the Arctic Ocean in the summer season and their influence on the growth of long-wave radiation and amplification of sea ice shrinking.

A lag between temperature and atmospheric CO$_2$ concentration based on a simple coupled model of climate and the carbon cycle is considered in [13]. It is shown that the lag in changes in carbon dioxide concentration in the atmosphere relative to changes in global surface temperature, obtained from paleoreconstructions, is reproduced in the framework of generally accepted climate models and does not contradict the conclusions about the key role of the anthropogenic greenhouse effect in current climate change. It was found that the dependence of the solubility of CO$_2$ in the ocean on temperature does not fundamentally change the mutual delay between CO$_2$ concentration in the atmosphere and global surface temperature under external influence on the system [13].

Projections of the surface air temperature, precipitation and evaporation in the Arctic through the 21st century using an ensemble of CMIP5 climate models are analyzed in [14, 15]. The projections are shown for three scenarios of radiative forcing of the climate system: RCP2.6, RCP4.5 and RCP8.5. A comparison is undertaken with CMIP3 projections under SRES scenarios.

In [16] the investigation is made of interconnections amongst climatic processes in the North Atlantic and Arctic. It is shown that ice melting in the Arctic in 70’s-90’s of the 20th century is connected with climate variability in the North Atlantic well presented in the indexes of multidecadal oscillation and intensity of Atlantic meridional overturning circulation. As well, the latter reflects climatic changes in the heat and fresh water fluxes from the North Atlantic surface to the mid-latitude atmosphere. The physiostatistical scenario of climate change (the combined scenario) based on composition of the so-called “greenhouse” (external forcing) and “cyclic” (internal variability of climatic system) effects. The numerical simulations were performed with the ocean general circulation model for retrospective and prognostic reconstruction of thermohaline circulation and sea ice in the North Atlantic and Arctic Oceans. Due to analysis of the simulation results and investigation of their cyclic properties the authors find a new approach to description of climatic variability of the Arctic and the Northern Sea Route. This approach lets one describe temperature growth concerned with both greenhouse gas emission and climate variability (particularly, the observed cooling in 1950–1970 years). The proposed combined scenario of the climatic change presents the possible cooling in the Arctic and the corresponding decrease of the shipping season in the Northern Sea
Route for the next 10–20 years. The aim of the research is to estimate how much the North Atlantic variability influences Eurasia climate variations, in order to allow for them by the following forecasting.

The effects of Atlantic water inflow on the climate variability in the Barents Sea are studied in [17]. Initial data are the series of water temperature at the Kola meridian cross-section, monthly values of ice extent, air temperature at the stations, sea level pressure from the reanalysis data, and sea surface temperature. The methods of multivariate correlation, spectral, and factor analysis and EOF decomposition are used. It was found that variations in the Atlantic water inflow define the main part of interannual variability of sea ice extent, water temperature, and air temperature in the Barents Sea in the cold season. The influence of regional atmospheric circulation on the interannual variability of these parameters is small. The effects that water temperature anomalies in the area of Newfoundland and in the equatorial part of the North Atlantic have on climate parameters in the Barents Sea are discovered. The response of these parameters lags behind the respective anomalies by 9–58 months. The high correlation between them makes it possible to develop the method of statistical forecasting of sea ice extent and water temperature in the Barents Sea with the lead time up to 4 years.

In [18] advancing polar prediction capabilities on daily to seasonal time scales are considered. The polar regions have been attracting more and more attention in recent years, fuelled by the perceptible impacts of anthropogenic climate change. Polar climate change provides new opportunities, such as shorter shipping routes between Europe and East Asia, but also new risks such as the potential for industrial accidents or emergencies in ice-covered seas. It is argued that environmental prediction systems for the polar regions are less developed than elsewhere. There are many reasons for this situation, including the polar regions being (historically) lower priority, with less in situ observations, and with numerous local physical processes that are less well-represented by models. By contrasting the relative importance of different physical processes in polar and lower latitudes, the need for a dedicated polar prediction effort is illustrated. Research priorities are identified that will help to advance environmental polar prediction capabilities. Examples include an improvement of the polar observing system; the use of coupled atmosphere-sea ice-ocean models, even for short-term prediction; and insight into polar-lower latitude linkages and their role for forecasting. Given the enormity of some of the challenges ahead, in a harsh and remote environment such as the polar regions, it is argued that rapid progress will only be possible with a coordinated international effort. More specifically, it is proposed to hold a Year of Polar Prediction (YOPP) from mid-2017 to mid-2019 in which the international research and operational forecasting community will work together with stakeholders in a period of in-
tensive observing, modelling, prediction, verification, user-engagement and educational activities.

In [19] the influence of global warming and the rapid reduction of sea ice in the Arctic (up to the formation of ice-free conditions in the Arctic Ocean during the summer period) on the hydrological regime in northern Eurasia is considered. Ensemble calculations of climate were made and changes in atmospheric moisture circulation and water balance were estimated at large watersheds after the disappearance of long-term sea ice in the Arctic. On the example of large watersheds of the Siberian rivers, significant changes in the hydrological regime are shown, which are especially evident during the period of intensive snow melting in spring and early summer. It has been established that an increase in the frequency of spring floods in the river watersheds adjacent to the Arctic Ocean is expected. It is shown that the reduction of the ice cover of the Arctic Ocean does not have a significant effect on changes in the hydrological cycle in Northern Eurasia, in contrast to global warming.

In [20] climate change simulation based on 30-member ensemble of Voeikov Main Geophysical Observatory RCM (resolution 25 km) for Northern Eurasia is used to drive hydrological model CaMa-Flood. Using this modeling framework, we evaluate the uncertainties in the future projection of the peak river discharge and flood hazard by 2050–2059 relative to 1990–1999 under IPCC RCP8.5 scenario. Large ensemble size, along with reasonably high modeling resolution, allows one to efficiently sample natural climate variability and increase our ability to predict future changes in the hydrological extremes. It has been shown that the annual maximum river discharge can almost double by the mid-XXI century in the outlets of major Siberian rivers. In the western regions, there is a weak signal in the river discharge and flood hazard, hardly discernible above climate variability. Annual maximum flood area is projected to increase across Siberia mostly by 2–5% relative to the baseline period. A contribution of natural climate variability at different temporal scales to the uncertainty of ensemble prediction is discussed. The analysis shows that there expected considerable changes in the extreme river discharge probability at locations of the key hydropower facilities. This suggests the extensive studies are required to develop recommendations for maintaining regional energy security.

A long-term climatology of cloudiness over the Norwegian, Barents and Kara Seas (NBK) based on visual surface observations is presented in [21]. Annual mean total cloud cover (TCC) over the NBK is almost equal over solid-ice (SI) and open-water (OW) parts of NBK (73B±3% and 76B±2% respectively). In general, TCC has higher intra- and inter-annual variability over SI than over OW. A decrease of TCC in the middle of the 20th century and an increase in the last few decades was found at individual stations and for the NBK as a
whole. In most cases these changes are statistically significant with magnitudes exceeding the data uncertainty that is associated with the surface observations. The most pronounced trends are observed in autumn when the largest changes to the sea-ice concentration (SIC) occur. TCC over SI correlates significantly with SIC in the Barents Sea, with a statistically significant correlation coefficient between annual TCC and SIC. Cloudiness over OW shows non-significant correlation with SIC. An overall increase in the frequency of broken and scattered cloud conditions, and a decrease in the frequency of overcast and cloudless conditions were found over OW. These changes are statistically significant and likely to be connected with the long-term changes of morphological types.

The observational study [22] compares seasonal variations of surface fluxes (turbulent, radiative, and soil heat) and other ancillary atmospheric/surface/permafrost data based on in-situ measurements made at terrestrial research observatories located near the coast of the Arctic Ocean. Hourly-averaged multi-year data sets collected at Eureka (Nunavut, Canada) and Tiksi (East Siberia, Russia) are analyzed in more detail to elucidate similarities and differences in the seasonal cycles at these two Arctic stations, which are situated at significantly different latitudes (80.0°N and 71.6°N, respectively). While significant gross similarities exist in the annual cycles of various meteorological parameters and fluxes, the differences in latitude, local topography, cloud cover, snowfall, and soil characteristics produce noticeable differences in fluxes and in the structures of the atmospheric boundary layer and upper soil temperature profiles. An important factor is that even though higher latitude sites (in this case Eureka) generally receive less annual incoming solar radiation but more total daily incoming solar radiation throughout the summer months than lower latitude sites (in this case Tiksi). This leads to a counter-intuitive state where the average active layer (or thaw line) is deeper and the topsoil temperature in mid-summer are higher in Eureka which is located almost 10° north of Tiksi. The study highlights the differences in the seasonal and latitudinal variations of the incoming shortwave and net radiation as well as the moderating cloudiness effects that lead to temporal and spatial differences in the structure of the atmospheric boundary layer and the uppermost ground layer. Specifically the warm season is shorter and mid-summer amplitude of the surface fluxes near solar noon is generally less in Eureka than in Tiksi. During the dark Polar night and cold seasons when the ground is covered with snow and air temperatures are sufficiently below freezing, the near-surface environment is generally stably stratified and the hourly averaged turbulent fluxes are quite small and irregular with on average small downward sensible heat fluxes and upward latent heat and carbon dioxide fluxes. The magnitude of the turbulent fluxes increases rapidly when surface snow disappears and the air temperatures rise above freezing
during spring melt and eventually reaches a summer maximum. Throughout the summer months strong upward sensible and latent heat fluxes and downward carbon dioxide (uptake by the surface) are typically observed indicating persistent unstable (convective) stratification. Due to the combined effects of day length and solar zenith angle, the convective boundary layer forms in the High Arctic and can reach long-lived quasi-stationary states in summer. During late summer and early autumn all turbulent fluxes rapidly decrease in magnitude when the air temperature decreases and falls below freezing. Unlike Eureka, a pronounced zero-curtain effect consisting of a sustained surface temperature hiatus at the freezing point is observed in Tiksi during fall due to wetter and/or water saturated soils.

In [23] the modern climate of atmospheric surface layer in the Northern Yakutia and, in particular, in Tiksi. Climatic characteristics of minimal and maximal air temperatures are estimated with data of standard meteorological measurements collected at 22 marine and continental weather stations in 1978–2010 and in Tiksi during 1936–2015. The basic parameters of extremes, maps of its spatial distribution, and trends are presented. Synoptic conditions of storms and sharp temperature changes are investigated.

Results of comparative analysis of Russian and Norwegian precipitation gauges measurements in Barentsburg, Western Spitsbergen, is discussed in [24]. Results of albedo measurements of snowglacier surface of Svalbard on example of Aldegonda glacier (Greenfjorden Bay) and surrounding area of Russian settlement Barentsburg, obtained in recent years including field phase of IPY 2007-2008 are discussed in [25, 26]. The spatial and temporal variability of the albedo and its relationship to surface contamination is analyzed.

Data on spectral composition of shortwave radiation that is reflected from snow and penetrates deep into the snow cover obtained near the Barentsburg settlement (Svalbard) are discussed in [27]. Measurements were made by the use of the spectral radiometer TriOS Ramses within the wavelength range of 280–950 nm. The results will allow more proper taking account of the anthropogenic pollution effects on the radiative properties of snow cover under conditions of industrial activity related to the coal extraction and burning in Barentsburg.

Episodic emissions of methane with the concentration of 4 ppm to the lower atmosphere near the continental slope of the Arctic Ocean are considered in [28, 29]. It is revealed that such methane emissions can be associated with the erosion of sediments containing gas hydrates, for example, as a result of the effects of mudflows caused by the instability of slope currents as well as by the geologic activity in the zone of significant depth drops. The high background concentration of methane is registered in the central part of the Arctic Ocean that is probably provoked by biologic activity within sea ice and on its bottom.
In [30] changing the boundaries of the permafrost layer and the zone of stability of methane hydrates on the Arctic shelf of Eurasia in 1950–2100 is considered using the bottom sediment model and the Arctic Ocean model. The thermal condition of the soils of the Yamal Peninsula and adjacent regions for the last 90000 years has been calculated in [31, 32]. According to the results obtained in climate conditions of maximum glaciation about 90 000 years ago, the depth of the upper boundary of the stability zone of methane hydrates in this region could reach the surface. The estimates of the influence of modern climatic changes on the strength of frozen rocks and the stability of relict methane hydrates of the Yamal Peninsula are obtained. The formation of craters after gas emissions in Yamal may be associated with the destabilization of relict methane hydrates as a result of an increase in near-surface temperature in recent years.

In [33] stability estimates for the continental permafrost methane hydrates of the regions of Northern Eurasia and North America with the risk of gas emissions into the atmosphere as a result of possible dissociation of gas hydrates in the Holocene optimum and under current climatic conditions are obtained using an ensemble of model calculations of the thermal regime of permafrost soils and paleo-reconstructions.

The results of modeling changes in the thermal regime of permafrost soils with the assessment of thermobaric conditions of formation, stability and dissociation of gas hydrates on the Yamal Peninsula, taking into account the formation and degradation of glaciation, transgression of the sea and various geothermal flows are presented in [34].

The relationship between regional anomalies of methane in the atmosphere and temperature anomalies at the surface in the north of Western Siberia, in particular, on the Yamal Peninsula in the summer of 2016, was analyzed in [35]. Quantitative estimates of regional anomalies, trends and sensitivity of changes in atmospheric methane to changes in near-surface temperature on the daily and interannual scale were obtained. The features of the large-scale atmospheric circulation that contributed to the formation of the anomalous temperature regime over the north of Western Siberia with an increase in the regional content of methane in the atmosphere are noted.

The quantitative estimates of the contribution of the radiative forcing of greenhouse gases and the Atlantic multi-ten-year oscillation to the trends of global near-surface temperature and near-surface temperature in different latitudinal zones are presented in [36].

Characteristics of cyclones (frequency, intensity and size) and their changes in the Arctic region in a warmer climate have been analyzed in [37] with the use of the HIRHAM regional climate model simulations with SRES-A1B anthropogenic scenario for the twenty first century. The focus was on cyclones for
the warm (April–September) and cold (October–March) seasons. The present-day cyclonic characteristics from HIRHAM simulations are in general agreement with those from ERA–40 reanalysis data. Differences noted for the frequency of cyclones are related with different spatial resolution in the model simulations and reanalysis data. Potential future changes in cyclone characteristics at the end of the twenty first century have been analyzed. According to the model simulations, the frequency of cyclones is increasing in warm seasons and decreasing in cold seasons for a warmer climate in the twenty first century.

The ability of the reanalyses data (NASA-MERRA, ERA-INTERIM, NCEP-CFSR, ASR) and regional climate model simulations (RCM HIRHAM5) to represent polar mesocyclones (PMCs) over European sector of the Arctic (ESA) in comparison with satellite data is estimated in [38]. Results show that reanalyses can represent up to 65% of concrete observed polar mesocyclones from satellite data for 2002–2008. It is noted that Arctic reanalysis ASR with high spatial resolution reproduces more PMCs than from other reanalyses with a coarser resolution. Noted differences in the characteristics of Arctic mesocyclones from reanalyses data are related both with the model structure and data assimilation methods. RCM HIRHAM reproduces the same number of PMCs as Arctic reanalysis ASR with high spatial distribution. Models with a higher spatial resolution and with an adequate description of mesoscale processes in the Arctic are required to reproduce small-scale mesocyclones.

In [39] the analysis of the characteristics of Arctic cyclones and their intra- and interannual variations obtained by calculations with a regional climate model for the Arctic region (HIRHAM) with spectral attraction (spectral nudging) was carried out in comparison with reanalyses with different spatial resolution (ERA-Interim and ASR) for the period 2000–2009. It is noted that the characteristics of Arctic cyclones, the features of their spatial distributions, annual variation and interannual variations according to model calculations are generally consistent with the data of reanalyses, including ASR. The differences noted for the repeatability of Arctic cyclones are associated, in particular, with different spatial resolution of the data and differences in the detection of small cyclones, including polar mesocyclones. To reproduce small polar mesocyclones, models with higher spatial resolution and with an adequate description of mesoscale processes in the Arctic region are needed.

The ability of state-of-the-art regional climate models to simulate cyclone activity in the Arctic is assessed in [40] based on an ensemble of 13 simulations from 11 models from the Arctic-CORDEX initiative. Some models employ large-scale spectral nudging techniques. Cyclone characteristics simulated by the ensemble are compared with the results forced by four reanalyses (ERA-Interim, NCEP Climate Forecast System Reanalysis, NASA Modern-Era Ret-
rospective analysis for Research and Applications Version 2, and Japan Meteorological Agency-Japanese 55-year reanalysis) in winter and summer for 1981–2010. Cyclone statistics between ERA-Interim and the ASR reanalyses for 2000–2010 have been compared. Biases in cyclone frequency, intensity, and size over the Arctic are also quantified. Variations in cyclone frequency across the models are partly attributed to the differences in cyclone frequency over land. The variations across the models are largest for small and shallow cyclones for both seasons. A connection between biases in the zonal wind at 200 hPa and cyclone characteristics is found for both seasons. Most models underestimate zonal wind speed in both seasons, which likely leads to underestimation of cyclone mean depth and deep cyclone frequency in the Arctic. In general, the regional climate models are able to represent the spatial distribution of cyclone characteristics in the Arctic but models that employ large-scale spectral nudging show a better agreement with ERA-Interim reanalysis than the rest of the models. Trends also exhibit the benefits of nudging. Models with spectral nudging are able to reproduce the cyclone trends, whereas most of the nonnudged models fail to do so. However, the cyclone characteristics and trends are sensitive to the choice of nudged variables.

In [41] cyclones in the Arctic are detected and tracked in four different reanalysis data sets from 1981 to 2010. In great detail the spatial and seasonal patterns of changes are scrutinized with regards to their frequencies, depths, and sizes. Common spatial patterns for their occurrences, with centers of main activity over the seas in winter, and more activity over land and over the North Pole in summer have been found. The deep cyclones are more frequent in winter, and the number of weak cyclones peaks in summer. Good agreement of our tracking results across the different reanalyses was obtained. Regarding the frequency changes, strong decreases in the Barents Sea and along the Russian coast toward the North Pole and increases over most of the central Arctic Ocean and toward the Pacific in winter. Areas of increasing and decreasing frequencies are of similar size in winter. In summer there is a longish region of increase from the Laptev Sea toward Greenland, over the Canadian archipelago, and over some smaller regions west of Novaya Zemlya and over the Russia. The larger part of the Arctic experiences a frequency decrease. All summer changes are found statistically unrelated to the winter patterns. The frequency changes are found unrelated to changes in cyclone depth and size. There is generally good agreement across the different reanalyses in the spatial patterns of the trend sign. The magnitudes of changes in a particular region may strongly differ across the data.

The results of expedition measurements of the set of physical-chemical characteristics of atmospheric aerosol in areas of the Arctic and Far East seas during summer 2013 is presented in [42]. The specific features of spatial distri-
bution and time variations of aerosol optical depth (AOD) of the atmosphere in the wavelength range of 0.34–2.14 μm and boundary layer height, aerosol and black carbon mass concentrations, and disperse and chemical composition of aerosol are discussed. Over the Arctic Ocean there is a decrease in aerosol and black carbon concentrations in a northeastern direction: higher values were observed in the region of Spitsbergen and near the Kola Peninsula; and minimum values were observed at northern margins of the Laptev Sea. Average AOD (0.5 μm) values in this remote region were 0.03; the aerosol and black carbon mass concentrations were 875 and 22 ng m$^{-3}$, respectively. The spatial distributions of most aerosol characteristics over Far East seas show their latitudinal decrease in the northern direction. From the Japan Sea to the Chukchi Sea, the aerosol number concentration decreased on average from 23.7 to 2.5 cm$^{-3}$, the black carbon mass concentration decreased from 150 to 50 ng m$^{-3}$, and AOD decreased from 0.19 to 0.03. Variations in the boundary layer height, measured by ship-based lidar: the average value was 520 m, and the maximal value was 1200 m. In latitudinal distribution of the boundary layer height, there is a characteristic minimum at a latitude of ~ 55° N. For water basins of eight seas, the authors present the chemical compositions of the water-soluble aerosol fraction (ions, elements) and small gas-phase species, as well as estimates of their vertical fluxes. It is shown that substances are mainly (75–89%) supplied from the atmosphere to the sea surface together with gas-phase species. The deposited ions account for from 11 to 24.5%, and trace elements account for 0.2–0.4% of the total sum of water-soluble components. The average vertical fluxes of aerosol substance are a factor of 4–7 larger in the Japan Sea than in the water basins of Arctic seas [42].

Results of atmospheric aerosol optical depth measurements on Spitsbergen Archipelago in 2011–2016 are presented in [43]. The results of comparison of the average physical-chemical aerosol characteristics in the Barentsburg (Spitsbergen Archipelago) and over the Barents Sea are discussed in [44]. A small (less than 0.02) excess of the atmospheric aerosol optical depth in the island area over the maritime region is noted. The aerosol microphysical characteristics differ stronger in the surface layer: the black carbon concentrations are 4 times larger in Barentsburg, and particle concentrations are 2,4 times larger over the Barents Sea. The absolute concentrations of ions in the atmosphere of Barentsburg are smaller than over sea. However, with respect to the relative content, Na$^+$, Cl$^-$ and NH$_4^+$, SO$_4^{2-}$ ions predominate in both regions, indicating equivalent contributions of continental and maritime sources.

Four years of continuous aerosol number size distribution measurements in Tiksi, are analyzed in [45]. Particle size distributions were measured with a differential mobility particle sizer (in the diameter range of 7–500 nm) and with
an aerodynamic particle sizer (in the diameter range of 0.5–10 μm). Source region effects on particle modal features and number, and mass concentrations are presented for different seasons. The monthly median total aerosol number concentration in Tiksi ranges from 184 cm$^{-3}$ in November to 724 cm$^{-3}$ in July, with a local maximum in March of 481 cm$^{-3}$. The total mass concentration has a distinct maximum in February–March of 1.72–2.38 μgm$^{-3}$ and two minimums in June (0.42 μgm$^{-3}$) and in September–October (0.36–0.57 μgm$^{-3}$). These seasonal cycles in number and mass concentrations are related to isolated processes and phenomena such as Arctic haze in early spring, which increases accumulation and coarse-mode numbers, and secondary particle formation in spring and summer, which affects the nucleation and Aitken mode particle concentrations. Secondary particle formation was frequently observed in Tiksi and was shown to be slightly more common in marine, in comparison to continental, air flows. Particle formation rates were the highest in spring, while the particle growth rates peaked in summer. These results suggest two different origins for secondary particles, anthropogenic pollution being the important source in spring and biogenic emissions being significant in summer. The impact of temperature-dependent natural emissions on aerosol and cloud condensation nuclei numbers was significant: the increase in both the particle mass and the CCN (cloud condensation nuclei) number with temperature was found to be higher than in any previous study done over the boreal forest region. In addition to the precursor emissions of biogenic volatile organic compounds, the frequent Siberian forest fires, although far away, are suggested to play a role in Arctic aerosol composition during the warmest months. Five fire events were isolated based on clustering analysis, and the particle mass and CCN number were shown to be somewhat affected by these events. In addition, during calm and cold months, aerosol concentrations were occasionally increased by local aerosol sources in trapping inversions [45].

The results of the atmospheric sea surface layer aerosol composition studies executed during expedition “Sever-2015” on the route from Arkhangelsk to the Severnaya Zemlya archipelago from October 9 to 26, 2015 are presented in [46]. The data about mass concentration of black carbon obtained with high spatial-temporal resolution in the White, Barents and Kara Seas showed its significant variability: from background values about 20 ng/m$^3$ to values of more than 1000 ng/m$^3$ during periods of air mass transfer from the continent. Cluster analysis of the microstructure of natural arctic aerosols gave possibility to identify the dominant groups of particles of sea salt and calcium sulfate. In case the increase of black carbon up to 250 ng/m$^3$ the groups of carbon-containing aerosols and particles rich in sulfur, characteristic for emissions from the combustion of natural fuel were revealed.
Estimates of the duration of the navigation period and its changes in 1980–2013 were obtained in [47]. For the Northern Sea Route (NSR) based on satellite data on sea ice concentration in the Arctic Ocean. The ability of modern climate models to reproduce the current regime of sea ice in the Arctic and its changes in comparison with satellite data has been evaluated. The model estimates of the possible prospects of the NSR in the XXI century are made. New model estimates of changes in the duration of the navigation period for the NSR in the XXI century have been presented in [48].

Transit navigation through Northern Sea Route from satellite data and CMIP5 simulations is considered in [49]. Rapid Arctic sea ice decline over the last few decades opens new perspectives for Arctic marine navigation. Both satellite data and CMIP5 ensemble of climate models were used to estimate the NSR transit window allowing intercontinental navigation between Atlantic and Pacific regions. New approach to calculate start and end dates of the navigation season along the NSR was introduced. We show that modern climate models are able to reproduce the mean time of the NSR transit window and its trend over the last few decades. The selected models demonstrate that the rate of increase of the NSR navigation season will slow down over the next few decades with the RCP4.5 scenario. By the end of the 21st century ensemble-mean estimates show an increase of the NSR transit window by about 4 and 6.5 months according to RCP4.5 and 8.5, respectively. Estimated trends for the end date of the navigation season are found to be stronger compared to those for the start date [49].

Variations in the duration of the navigation period along the NSR based on simulations with an ensemble of climatic models are presented in [50]. Due to the rather large uncertainty in the sensitivity of sea ice characteristics in the Arctic Ocean to climate change in modern climate models, it is necessary to use analysis methods that take into account the uncertainty of the results of numerical calculations with such models, as well as the uncertainty of observational data. The purpose of this work was to analyze changes in the duration of navigation period at the NSR according to calculations with climate models of the CMIP5 ensemble (CoupledModelsIntercomparisonProject, phase 5) using Bayesian statistics. It was obtained that under the scenarios of anthropogenic effects of RCP 4.5 and 8.5, the expected duration of navigation period at the NSR will be 2–3 months in the middle of the XXI century and 3–6 months at its end.

The article [51] presents an analysis of the impacts of climate change on the natural and economic systems of the Arctic and the existing methods for assessing climatic risks. Based on the analysis of the impact of climate change on natural and economic systems and the Arctic population, a register of risks due to climate change has been formed. A conceptual model for assessing the impact of climate change on various systems is proposed. The main problems in
the identification of climatic risks in the Arctic are identified. Indicators of climate change were selected: the surface air temperature; sea ice extent and the frequency of extreme hydrometeorological phenomena that affect economic activity in the marine Arctic and its sub-regions. The assessment methodology of natural and economic systems vulnerabilities in the marine part of Russian Arctic, including susceptibility to impacts, sensitivity and adaptive potential, is considered. These are the key factors on the basis of which the systems vulnerability to climate change is determined, as well as the information support of the processes of assessment and reduction of the consequences of climate threats. The algorithm of the developed methodology for determining of vulnerability includes a sequence of 7 steps [51].

**Antarctic meteorology studies**

In the Antarctic, most of the Russian meteorological and climate studies are associated with paleoclimate and atmospheric aerosols.

An important share of paleoclimatic information is buried within the lowermost layers of deep ice cores. Because improving our records further back in time is one of the main challenges in the near future, it is essential to judge how deep these records remain unaltered, since the proximity of the bedrock is likely to interfere both with the recorded temporal sequence and the ice properties. In [52] a multiparametric study (δD-δ^{18}O_{\text{ice}}, δ^{18}O_{\text{atm}}, total air content, CO_{2}, CH_{4}, N_{2}O, dust, high-resolution chemistry, ice texture) of the bottom 60 m of the EPICA (European Project for Ice Coring in Antarctica) Dome C ice core from central Antarctica, is presented. These bottom layers were subdivided into two distinct facies: the lower 12 m showing visible solid inclusions (basal dispersed ice facies) and the upper 48 m, which we will refer to as the “basal clean ice facies”. Some of the data are consistent with a pristine paleoclimatic signal, others show clear anomalies. It is demonstrated that neither large-scale bottom refreezing of subglacial water, nor mixing (be it internal or with a local basal end term from a previous/initial ice sheet configuration) can explain the observed bottom-ice properties. It is concluded that the paleoclimatic signal is only marginally affected in terms of global ice properties at the bottom of EPICA Dome C, but that the timescale was considerably distorted by mechanical stretching of MIS20 due to the increasing influence of the subglacial topography, a process that might have started well above the bottom ice. A clear paleoclimatic signal can therefore not be inferred from the deeper part of the EPICA Dome C ice core. The work suggests that the existence of a flat monotonic ice–bedrock interface, extending for several times the ice thickness, would be a crucial factor in choosing a future “oldest ice” drilling location in Antarctica [52].
Marine records indicate a dramatic change in the predominant periodicity of climate variability, from about 40 ka to about 100 ka around one million years ago. The reason for this major climatic shift, called the Mid-Pleistocene Transition (MPT), remains unknown and is of great interest to the climate scientist. Could the core of the oldest meteoric ice bedded at Vostok between 3310 and 3539 m, which has experienced severe deformation, nevertheless be useful in deciphering some of the aspects of the MPT enigma? Reflecting upon this question and considering the available data from the disturbed section of the ice core, the authors of [53] feel impelled to propose a new project focused on the oldest Vostok meteoric ice, which could be named the Vostok Oldest Ice Challenge (VOICE).

The loss and alteration of past atmospheric information from air trapping mechanisms under low-accumulation conditions through continuous CH₄ (and CO) measurements are investigated in [54]. Methane concentration changes were measured over the Dansgaard–Oeschger event 17 (DO-17, ~60 000 yr BP) in the Antarctic Vostok 4G-2 ice core. Measurements were performed using continuous-flow analysis combined with laser spectroscopy. The results highlight many anomalous layers at the centimeter scale that are unevenly distributed along the ice core. The anomalous methane mixing ratios differ from those in the immediate surrounding layers by up to 50 ppbv. This phenomenon can be theoretically reproduced by a simple layered trapping model, creating very localized gas age scale inversions. A method for cleaning the record of anomalous values that aims at minimizing the bias in the overall signal is proposed. Once the layered-trapping-induced anomalies are removed from the record, DO-17 appears to be smoother than its equivalent record from the high-accumulation WAIS Divide ice core. This is expected due to the slower sinking and densification speeds of firn layers at lower accumulation. However, the degree of smoothing appears surprisingly similar between modern and DO-17 conditions at Vostok. This suggests that glacial records of trace gases from low-accumulation sites in the East Antarctic plateau can provide a better time resolution of past atmospheric composition changes than previously expected [54].

The results of detailed isotopic studies of ice core samples from the Vostok station (East Antarctica) related to the MIS-11 era (the 11th sea isotope stage, i.e. 370–440 thousand years ago) are presented in [55]. Reconstruction of paleoclimatic conditions in this period of time was performed using the method of interpretation of the results of isotopic studies of ice which is based on the joint analysis of three independent parameters: δD, d-excess, 17O-excess. The isotopic composition (δD) and the deuterium excess depend on the following three meteorological parameters – the condensation temperature near the Vostok station, relative humidity, and the sea surface temperature at the source of
moisture, whereas 17O-excess depends only on the first two parameters. Accordingly, the proposed method of interpretation allows reconstructing the paleoclimatic conditions (the condensation temperature and surface air temperature at the Vostok station; sea surface temperature and relative humidity above the ocean) in two different regions in past epochs. For the first time, data on minor fluctuations in the relative humidity of the air in the moisture source throughout the MIS-11 era were obtained. The results obtained on the basis of isotopic analysis of ice cores from stations Vostok and Concordia indicated that in the optimum MIS-11 the air temperature was 4°C higher, and in the Termination V – 8°C lower than the present-day values. The similarity of data between the marine columns DSDP 94-607 (North Atlantic), ODP 177-1090 (South Ocean) and results of [55] points to the global nature of changes in the sea surface temperature during the MIS-11 era.

One of the key priority tasks for the international Antarctic community is drilling and studying old Antarctic ice with age exceeding 1 million years in order to investigate possible reasons for the Mid-Pleistocene Transition. During the 2017–2018 austral season at Vostok station the authors of [56] carried out microscopic study of geometrical properties of the crystalline inclusions of air hydrates in ice core samples from boreholes 5G-3 (Vostok) and DC2 (EPICA DC) in depth intervals where the age of the ice exceeded 400,000 years. The obtained data confirmed the existence of a robust linear relationship between the mean radius of the hydrates and the age of the ice in the bottom part of the East Antarctic ice sheet, and will be useful for further development of the new dating technique based on the phenomena of hydrate growth in polar ice. Preliminary, the age of the atmospheric ice bedded at Vostok at a depth of 3538 m, inferred from the data on the size of the hydrates, amounts to 1.3 million years. The existence of ice older than 1 million years in the vicinity of Vostok implies that in the area of Ridge B, where the ice flow line which passes through Vostok Station originates, even older ice, with undisturbed stratigraphy, may exist. It would be desirable therefore to carry out a glacio-geophysical traverse to Ridge B in order to implement a detailed study of Dome B area aimed at identifying the most suitable site for a new deep drilling of the Antarctic ice sheet.

In [57] for the first time on the base of reliable field data the maps of accumulation rate, isotopic composition and density of the snow were prepared for the Indian ocean sector of East Antarctica and particularly for the vicinity of subglacial lake Vostok. The area of minimum values of the isotopic composition and accumulation of the snow was found. It was shown that in Central Antarctica the distribution of glaciological and climatic characteristics does not obey well the rules of latitudinal and altitudinal zonality and is predominantly controlled by distance to the moisture source. The complicated interconnection between snow isotopic composition and surface air temperature in Central Ant-
Arctica was depicted. It was demonstrated that the surface of the glacier above subglacial lakes presents a unique locality with special meteorological and glaciological conditions.

The temperature and snow accumulation rate anomaly over the past 350 years have been reconstructed in [58] based on isotopic composition of shallow ice cores and snow pits samples as well as glaciological observations in pits and at stake farms located in Indian Ocean sector of East Antarctica. The relationship of temporal variability of isotopic composition of precipitation and surface air temperature in ensemble with sea surface temperature has been analyzed. The fingerprints of Little Ice Age and climatic shift 1970s have been defined.

In 2011–2015, during five summer seasons and two winter seasons of Russian Antarctic Expedition at Vostok Station (Antarctica) direct measurements of snow sublimation were conducted [59]. The sublimation rate depends on two parameters: surface air temperature and wind speed. During the cold period of year (March–October with the average day air temperature below –45°C) the sublimation rate is near zero, or even condensation of water vapor on the snow surface occurs (in total up to 0.2 mm w.e.). The total sublimation during the warm period of year (November – February) is about 2.3 mm w.e. However, this value does not take into account the sublimation of the snow particles during the wind-driven snow transport. With this factor, total sublimation could be 4–5 mm w.e. Taking into account the present-day snow accumulation rate at Vostok, 23 mm w.e./year, there was estimated the annual precipitation amount in this area is about 25–28 mm w.e.

The results of glaciological investigations in the megadune area located 30 km to the east of Vostok Station are presented in [60]. Snow accumulation rate and isotope content (δD, δ^{18}O and δ^{17}O) were measured along the 2 km profile across the megadune ridge accompanied by precise GPS altitude measurements and ground penetrating radar survey. It is shown that the spatial variability of snow accumulation and isotope content covaries with the surface slope. The accumulation rate regularly changes by 1 order of magnitude within the distance < 1 km, with the reduced accumulation at the leeward slope of the dune and increased accumulation in the hollow between the dunes. At the same time, the accumulation rate averaged over the length of a dune wave (22 mm w.e.) corresponds well with the value obtained at Vostok Station, which suggests no additional wind-driven snow sublimation in the megadunes compared to the surrounding plateau. The snow isotopic composition is in negative correlation with the snow accumulation. From the analyses the authors conclude that the spatial variability of the snow isotopic composition in the megadune area could be explained by post-depositional snow modifications.
To better understand how the climatic signal is passed from the precipitation to the snow, authors of [61] present results from varied snow samples from East Antarctica. In [62] isotopic composition (δD) data from six sites in Princess Elizabeth Land have been used in order to reconstruct air temperature variability in this sector of East Antarctica over the last 350 years. Surface studies of water isotopes in Antarctica for quantitative interpretation of deep ice core data is presented in [63].

Using new high-resolution 10Be measurements in the different ice cores, together with previously published data, an improved synchronization between Greenland and Antarctic ice cores during the Laschamp geomagnetic excursion ~41 kyr ago is presented in [64].

In [65] the authors build an enlarged database of ice core water stable isotope records from Antarctica, consisting of 112 records, to reconstruct Antarctic climate variability at regional and continental scales over the last 2,000 years. New reconstructions confirm a significant cooling trend from 0 to 1900 CE across all Antarctic regions where records extend back into the 1st millennium, with the exception of the Wilkes Land coast and Weddell Sea coast regions. Within this long-term cooling trend from 0 to 1900 CE, it was found that the warmest period occurs between 300 and 1000 CE, and the coldest interval occurs from 1200 to 1900 CE. Since 1900 CE, significant warming trends are identified for the West Antarctic Ice Sheet, the Dronning Maud Land coast and the Antarctic Peninsula regions, and these trends are robust across the distribution of records that contribute to the unweighted isotopic composites and also significant in the weighted temperature reconstructions. Only for the Antarctic Peninsula is this most recent century-scale trend unusual in the context of natural variability over the last 2000 years [65].

Antarctic snow accumulation variability at the regional scale over the past 1000 years is presented in [66]. A total of 79 ice core snow accumulation records were gathered and assigned to seven geographical regions, separating the high-accumulation coastal zones below 2000m of elevation from the dry central Antarctic Plateau. The regional composites of annual snow accumulation were evaluated against modelled surface mass balance (SMB) from RACMO2.3p2 and precipitation from ERA-Interim reanalysis. With the exception of the Weddell Sea coast, the low-elevation composites capture the regional precipitation and SMB variability as defined by the models. The central Antarctic sites lack coherency and either do not represent regional precipitation or indicate the model inability to capture relevant precipitation processes in the cold, dry central plateau. Study emphasizes the importance of low-elevation coastal zones, which have been under-represented in previous investigations of temporal snow accumulation.
Authors of [67] considered variations of snow accumulation rate in Central Antarctica over the last 250 years to compare the present-day data of instrumental observations of the air temperature and snow accumulation rate performed in Central Antarctica (the Vostok station) with the reconstructed paleogeographic data on a variability of these parameters in the past. The Vostok station is shown to be differing from other East Antarctic stations due to relatively higher rate of warming (1.6°C per 100 years) since 1958. A statistically significant relationship between the rate of snow accumulation and air was found.

Reproducible climate reconstructions of the Common Era are key to placing industrial-era warming into the context of natural climatic variability. In [68] a community-sourced database of temperature-sensitive proxy records from the PAGES2k initiative is presented. The database gathers 692 records from 648 locations, including all continental regions and major ocean basins. The records are from trees, ice, sediment, corals, speleothems, documentary evidence, and other archives. They range in length from 50 to 2000 years, with a median of 547 years, while temporal resolution ranges from biweekly to centennial. Nearly half of the proxy time series are significantly correlated with HadCRUT4.2 surface temperature over the period 1850–2014. Global temperature composites show a remarkable degree of coherence between high- and low-resolution archives, with broadly similar patterns across archive types, terrestrial versus marine locations, and screening criteria. The database is suited to investigations of global and regional temperature variability over the Common Era.

Better assessing the dynamic of stratosphere-troposphere exchange is a key point to improve our understanding of the climate dynamic in the East Antarctica Plateau, a region where stratospheric inputs are expected to be important. Although tritium (3H or T), a nuclide naturally produced mainly in the stratosphere and rapidly entering the water cycle as HTO, seems a first-rate tracer to study these processes, tritium data are very sparse in this region. The first high resolution measurements of tritium concentration over the last 50 years in three snow pits drilled at the Vostok station is presented in [69]. Natural variability of the tritium records reveals two prominent frequencies, one at about 10 years (to be related to the solar Schwabe cycles) and the other one at a shorter periodicity: despite dating uncertainty at this short-scale, a good correlation is observed between 3H and Na⁺ and an anti-correlation between 3H and δ¹⁸O measured on an individual pit. The outputs from the LMDZ Atmospheric General Circulation Model including stable water isotopes and tritium show the same 3H-δ¹⁸O anti correlation and allow further investigation on the associated mechanism. At the interannual scale, the modelled 3H variability matches well with the Southern Annular Mode index. At the seasonal scale the modelled stratospheric tritium inputs in the troposphere are favored in winter cold and dry conditions.
Chemical composition of aerosol in the atmospheric surface layer of the East Antarctica coastal zone is analyzed in [70]. The aerosol samples were taken in 2006–2015 in the 200-km band of the sea-shore zone along routes of the research vessels of the Russian Antarctic Expedition as well as on territories of the Russian stations Molodezhnaya and Mirny. The results obtained did show the wide range of the aerosol concentrations and a certain variability of their chemical composition. The elemental composition of solid aerosols was analyzed. The largest concentrations were determined for Zn, Al and Fe.

In [71] the 12-year aerosol studies along the route of the Russian Antarctic Expeditions in the East Atlantic and the Southern Ocean are summarized. The authors analyzed the spatial distribution (with 5° step in latitude), seasonal (November/April) variations, and interrelations of aerosol optical and microphysical characteristics. It is shown that the latitudinally average variations in aerosol parameters in the East Atlantic exceed one order of magnitude. The lowest values are observed near Antarctica: aerosol optical depth (0.5 μm) varies from 0.02 to 0.5, number concentrations of small particles (d = 0.4–1 μm) vary in the range 0.8–19 cm⁻³, concentrations of large (d > 1 μm) particles vary in the range 0.04–2.2 cm⁻³, and aerosol and black carbon mass concentrations vary in ranges 0.5–14 μg/m³ and 0.026–0.7 μg/m³.

Based on long-term (2004–2016) expedition studies, statistical generalization and zoning of physical-chemical aerosol characteristics in the Eastern Atlantic (from English Channel to Antarctica) are performed in [71]. For six latitudinal zones of the Atlantic and Southern Oceans (> 45°N; 20°–45°N; 0°–20°N; 0°–20°S; 20°–55°S; > 55°S) the average values of the main aerosol characteristics are calculated, i.e., atmospheric AOD, fine and coarse AOD components, particle number concentrations, and mass concentrations of aerosol, black carbon, and water-soluble ions (Na⁺, Mg²⁺, Cl⁻, K⁺, Ca²⁺, NH₄⁺, NO₃⁻, SO₄²⁻), as well as of gas admixtures (SO₂, HCl, HNO₃, NH₃). It is shown that the zonal variability range of optical and microphysical aerosol characteristics is about an order of magnitude: the largest (minimal) average values are observed in the tropical zone (Southern Ocean). The zonal differences (a factor of 1.3 to 4.3) in concentrations of ions and gas admixtures are much smaller and comparable to synoptic variations. The concentrations of “marine” ions are maximal over the Southern Atlantic, and of “continental” ions, in the Northern hemisphere, in tropical and subtropical zones; the concentrations of all ions are minimal over the Southern Ocean.
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